
Class Field Theory

Abstract

These notes are based on a course in class field theory

given by Freydoon Shahidi at Purdue University in the fall

of 2014. The notes were typed by graduate students Daniel

Shankman and Dongming She. The approach to class field

theory in this course is very global: one first defines the

ideles and adeles, then uses L-functions and cohomology,

respectively, to prove the first and second norm index in-

equalities. One can then prove the main theorem of global

class field theory, which is essentially the existence of a

well defined idelic Artin map. Local class field theory and

the lower reciprocity laws are proved as corollaries of this.

The logical progression is in many ways similar to

Lang’s Algebraic Number Theory. For example, the section

on cohomology is nearly identical. However, we make use

of more powerful machinery to prove the first inequality

(the theory of locally compact groups, the Haar measure,

some harmonic analysis). Also, Lang’s notes are more

balanced in describing things in terms of ideals or ideles,

while these notes favor the ideles. Finally, the last section

on lower reciprocity laws was neither in Lang’s book nor

the course; we added the section later with the intention

of describing how Artin reciprocity is related to the 19th

century results.
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Preliminary Material

In order to acquaint the reader with our (more or less standard) notation and vocabulary, we will

give a brief review of algebraic number theory.

0.1 Places, primes, and valuations

Let K be a number field, A = OK , and p a prime ideal of K. The localization Ap is a discrete

valuation ring whose normalized valuation we denote by ordp or νp. To describe this valuation

more explicitly, let π be a generator of the unique maximal ideal of Ap. Then every x ∈ K∗ can be

uniquely written as uπn, where u is a unit in Ap and n is an integer. We then define ordp(x) = n

(and set ordp(0) = ∞). This valuation extends uniquely to K∗, and it induces a nonarchimedean

absolute value | · | on K by setting |x| = ρ− ordp(x), where ρ is a fixed real number in (1,∞). As far

as topology is concerned, the choice of ρ does not matter, for if | · |1, | · |2 are absolute values, then

they induce the same topology if and only if there is a c > 0 for which | · |1 = | · |c2. The completion

of K with respect to this absolute value is a nonarchimedean local field, whose ring of integers is

the completion of Ap. In this way the absolute value | · |, and the valuation ordp, extend uniquely

to this completion.

By a place of K we mean an equivalence class of absolute values on K, two absolute values

being equivalent if they induce the same topology. The finite places are those which are induced

by the prime ideals in the ring of integers of K. There is one for each prime. Thus if v is a finite

place, we denote the corresponding prime by pv. The infinite places are those which are induced

by embeddings of K into the complex numbers. There is one for each embedding into R, and one

for each pair of conjugate complex embeddings (embeddings of K into C which are not contained in

R come in pairs). To describe these places explicitly, consider an embedding σ : K → C. Such an

embedding gives an absolute value | · |1 on K by setting |x|1 = |σ(x)|, where | · | denotes the usual

absolute value on C. These are all the places of K. Some authors treat infinite places as coming

from ”infinite primes,” and moreover distinguish between ramified and unramified infinite primes,

but we will always use the word ”prime” to refer to an honest prime ideal.

For a given place w of K, there are two absolute values corresponding to w, denoted | · |w
and || · ||w, which will be of use. First, let v be the place of Q over which w lies (that is, pick

any absolute value corresponding to w, and let v be the place corresponding to the absolute value

induced by restriction to Q). If v is finite (say v corresponds to the prime number p), then we have

the canonical absolute value | · |p on Q given by |x|p = p− ordp(x). Otherwise v corresponds to the

canonical archimedean absolute value on Q. Either way, let | · |v denote the canonical absolute value
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on Q. It is then trivial to verify that the product formula∏
v

|x|v = 1

holds for any x ∈ Q∗ (v running through all the rational places, i.e. the places of Q). Note that

this is a finite product. For the completions Qv ⊆ Kw, the absolute value | · |v on Qv will extend

uniquely to an absolute value | · |w on Kw by the formula

|x|w = |Nw/v(x)|
1

[Kw :Qv ]
v

where we write Nw/v to denote the local norm NKw/Qv . Restricting | · |w to K gives us an absolute

value on K corresponding to the place w. But of course this is seldom the only absolute value on

K which extends | · |v.
On the other hand, we can scale | · |w to obtain an absolute value || · ||w for which the product

formula holds for K. We do this by setting ||x||w = |x|[Kw:Qv]
w , where v is the rational place over

which w lies. We know that for a given rational place v, the norm NK/Q is the product of the local

norms Nw/v. Thus as w runs through all the places of K, v runs through all the rational places,

we have ∏
w

||x||w =
∏
v

∏
w|v

||x||w =
∏
v

∏
w|v

|x|[Kw:Qv]
w

=
∏
v

∏
w|v

|Nw/v(x)|v =
∏
v

|NK/Q(x)|v = 1

In general, we will interchange valuations, places, and primes when the context is clear, for example

writing ordw instead of ordp when p is the place corresponding to w, or writing || · ||p instead of

|| · ||w.

0.2 Nonarchimedean local fields

Let K be a field of characteristic zero. We say K is a local field if it is a topological field whose

topology is locally compact and not discrete. Necessarily then K will be isomorphic (as a topological

field) to R,C, or a finite extension of Qp for some prime number p. If K ∼= R or C, then K is called

archimedean, otherwise nonarchimedean.

Let E be a number field, and K a finite extension of Qp. We can imagine all the number fields

to be contained in a fixed algebraic closure Q of Q, and also imagine all p-adic fields to be contained

in a fixed algebraic closure Qp of Qp. We can also fix a canonical isometric embedding Q→ Qp.

Proposition. Every finite extension K of Qp is the completion of a number field E, and further-

more E can be chosen so that [E : Q] = [K : Qp].
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Proof. (Sketch) Let K = Qp(α), with f the minimal polynomial of α over Qp. Approximate

the coefficients of f closely enough (p-adically speaking) by a polynomial g ∈ Q[X], and it will

follow that there exists a root β ∈ Cp of g such that K = Qp(β) (Krasner’s lemma). Since

[K : Qp] = deg(f) = deg(g), it follows that g is irreducible over Qp, hence over Q.

Since g is irreducible over Qp, this tells us that if b ∈ Q is any root of g, then p has only one

prime ideal p lying over it in E := Q(b) (see the appendix on topological tensor products). Thus

the p-adic absolute value on Q extends uniquely to a p-adic absolute value on E. Now the map

b 7→ β gives an isometric Q-embedding of E into Cp, and the completion of this field with respect

to the p-adic absolute value is exactly Qp(β) = K.

Note that different embeddings of different number fields into Cp are in general not compatible

with each other (except for a given number field and the canonical embedding Q → Qp), and the

specific embedding is rather arbitrary. In this case, for example, there could be several roots β, b to

choose from. Also a given p-adic field could be the completion of infinitely many distinct number

fields in the sense above, and an arbitrary number field admits several different topologies coming

from the p-adic absolute value, one for each prime lying over p.

However, for every finite extension of local fields K ′/K, one can argue as above that there exists

an extension of number fields E′/E, as well as an extension of places w/v, such that (in the sense

of the proposition) K ′ is the completion of E′ with respect to w, K is the completion of Ev with

respect to v , and the diagram

E′ → K ′

∪ ∪
E → K

∪ ∪
Q → Qp

commutes. So the point of the above proposition is not to view local fields as being canonically

induced by global fields; rather, it is to permit the use of global machinery in the investigation of

local phenomena.

Let O be K’s ring of integers, with unique maximal ideal p, and let π be a uniformizer for K

(p = πO). Let | · | = | · |p denote the p-adic absolute value, uniquely extended to K.

We state the following facts. Proofs can be found in any good book on algebraic or p-adic

number theory.

• Two open balls in K are either disjoint, or one contains the other.

• Given x ∈ K, r > 0, if |y − x| < r, then the ball with center x and radius r is the same thing

as the ball with center y and radius r.

• Every open set in K is a disjoint union of open balls.
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• Open balls are also closed, and moreover compact. Hence K is locally compact.

• O is the unique maximal compact subgroup of K with respect to addition. O∗ is the unique

maximal compact subgroup of K∗ with respect to multiplication.

• pi, that is the ball of center 0 and radius |πi|p, is a compact open subgroup with respect to

addition, and these subgroups form a fundamental system of neighborhoods of 0 (any given

neighborhood of 0 will contain pi for sufficiently large i)

• 1 + pi, that is the ball of center 1 and radius |πi|p, is a compact open subgroup with respect

to multiplication, and these subgroups form a fundamental system of neighborhoods of 1.

Most of the above properties are straightforward to prove. For example, the topological proper-

ties of 1+pi follow from those of pi, since the map x 7→ 1+x is a homeomorphism of these subspaces.

To show that 1 + pi is closed under inverses, one need only observe that if 1 + xπi is a member of

this set, then its inverse is the infinite sum 1 − xπi + x2π2i − · · · , with −xπi + x2π2i − · · · ∈ pi.

This series converges because |xπi|p goes to 0.

We also state, but do not prove, a general version of Hensel’s lemma (again, see any good number

theory textbook).

Hensel’s lemma. Let K be a p-adic field with absolute value | · |. Suppose f ∈ O[X], a0 ∈ O, and

|f(a0)| < |f ′(a0)|2. Then there is a unique root a ∈ O of f such that

|a− a0| < |
f(a0)

f ′(a0)2
| < 1

Corollary. Let m ∈ N. There exists a δ > 0 such that for any u ∈ O∗ satisfying |u− 1| < δ, u has

an mth root in O∗.

Proof. Apply Hensel’s lemma with f(X) = Xm − u and a0 = 1.

Let K ′/K be an extension of p-adic fields with primes p′, p. We regard the residue field OK/p
as a subfield of OK′/p′, and denote the index by f = f(p′/p). Usually, p will not remain prime in

OK′ , but will be a prime power. Let e = e(p′/p) ≥ 1 be the number for which pOK′ = p′e. We call

e and f the ramification index and inertial degree. We always have

ef = [K ′ : K]

For a tower of fields, both ramification and inertia are multiplicative. We call K ′/K unramified

if e = 1. Let b run through all the elements of OK′ such that K ′ = K(b), and let gb ∈ OK [X] be
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the minimal polynomial of b over K. The different is the ideal

D(K ′/K) =
∑
b

g′b(b)OK

of OK′ . Actually, there always exists a b0 among the b such that OK′ = OK [b], so D(K ′/K) =

g′b0(b0)OK . The different is all of OK′ if and only if K ′/K is unramified.

Let us briefly describe unramified extensions. There is a unique unramified extension of K of

each degree, and these extensions are in bijection with the extensions of the residue field OK/p. If

K ′/K is unramified, then it is Galois, and the Galois group is isomorphic to the Galois group of

the extension of residue fields. In particular this group is cyclic. If E/K is finite, then EK ′/E is

unramified. Hence a compositum of unramified extensions is unramified.

0.3 Number Fields

Let L/K be a finite extension of number fields. If p is a prime of K, then the ideal in OL generated

by p will be a product of primes

pOL = Pe1
1 · · ·Peg

g , ei ≥ 1

where P1, ...,Pg are all the primes lying over p. If v is the place of K corresponding to p, and

wi is the place of L corresponding to P, then w1, ..., wg are all the extensions of v to L. The number

e(Pi/p) := ei is called the ramification index of Pi over p, and f(Pi/p) = fi := [OL/Pi : OK/p]

is called the inertial degree of Pi over p. We always have

[L : K] = e1f1 + · · ·+ egfg

We call a prime Pi ramified over K if e(Pi/p) > 1, otherwise we say it is unramified. We call

p ramified if some prime lying over it is ramified. If L/K is Galois, then ei = ej and fi = fj for all

i, j, so we just write the above formula as [L : K] = efg.

Let P | p be an extenion of primes, corresponding to an extension of places w | v. If

Ow,Ov,Pw, pv are the completions of OL,OK ,P, p with respect to w and v, then ramification

and inertia are unchanged after completion. We have

e(Lw/Kv) = e(Pw/pv) = e(P/p)

and the residue field extensions Ow/Pw over Ov/pv; (OL)P/P(OL)P over (OK)p/p(OK)p; and

OL/P over OK/p are all isomorphic to each other. Thus

f(Lw/Kv) = f(Pw/pv) = f(P/p)
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The different ideal D(L/K) of L/K can be defined in exactly the same way as in the local

case. One can show that global different is in a sense the product of the local differents:

D(L/K)p =
∏
w|v

Pordw D(Lw/Kv)
w

Thus a prime of L divides the different if and only if it is ramified over K. The discriminant of

L/K is the (ideal) norm of the different NL/K(D(L/K)). A prime of K is ramified in L if and only

if it divides the discriminant.

Now assume L/K is Galois. The Galois group of L/K acts transitively on the places (or the

primes in the finite case) lying over any place of K (or prime of K). If p is a prime of K, and P is a

prime of L lying over p, the decomposition group Gal(L/K)P of P is the set of σ ∈ Gal(L/K)

for which σP = P.

Assume L/K is abelian (that is, Gal(L/K) is abelian). The abelian case is what class field

theory is all about. Then the decomposition groups Gal(L/K)P : P | p are all the same, so we

just refer to all of them as Gal(L/K)p, the decompositon group of p.

We have a homomorphism

Gal(L/K)p → Gal((OL/P)/(OK/p))

(the choice of P | p doesn’t matter; the residue fields are all isomorphic) given by σ 7→ σ, where

σ(x+P) = σ(x) +P. This is well defined. The kernel of this homomorphism is called the inertia

group. Let Z, T be the fixed fields under L of the decomposition and inertia groups, respectively.

We call Z, T the decomposition and inertia fields, respectively. Since Gal(L/T ) ⊆ Gal(L/Z) =

Gal(L/K)p, we have Z ⊆ T . When we factor pOL as a product of prime ideals:

pOL = Pe
1 · · ·Pe

g

there are three things happening which we seek to understand: the ramification e, the inertia f , and

the number of primes g lying over p. They are related and balanced by the formula [L : K] = efg.

The decomposition and inertia fields allow us to isolate each of these constants.

Proposition. (i) The index of the decomposition group Gal(L/K)p in Gal(L/K) is the number of

primes lying over p. The index of the inertia group in Gal(L/K)p is the ramification index of p.

(ii) The decomposition group, Z, is the unique maximal subfield of L/K in which p splits com-

pletely. Here p has ramification index and inertial constant one in Z/K.

(iii) If P is a prime of Z lying over p, then there is only one prime P of T lying over p. Here p

is unramified and with inertial degree [T : Z] = f(P/p), where P is any prime of L lying over p.

(iv) If P is any prime of T lying over p, then there is only one prime P of L lying over P.
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Here P has inertial degree one and ramification index [L : T ] = e(P/p).

Thus all the splitting of p happens in the extension Z/K, all the inertia in T/Z, and all the

ramification in L/T . Almost all primes p are unramified in L, so most of the time we will have

T = L.

We should also mention the connection of the decomposition group to the local fields. If w/v is

an extension of places of L/K, then the decomposition group Gal(L/K)v is ’really’ the Galois group

of Lw/Kv. Every K-isomorphism of L in Gal(L/K)v will extend uniquely to a Kv-isomorphism of

Lw, and every such isomorphism of Lw is obtained this way.

Last we mention the Frobenius. We are still assuming that L/K is abelian. If p is a prime of

K which is unramified in L, then the decomposition group of p is isomorphic to the Galois group

of residue fields. Now the Galois group of a finite extension of finite fields is cyclic, and it has

a particularly nice generator, called the Frobenius element. The element σ of the decomposition

group corresponding to that generator is also called the Frobenius element. It is the unique element

of Gal(L/K) with the following property: for any prime P of L lying over p, and any x ∈ OL, σ

has the effect

σ(x)− xNp (mod P)

Here Np is the norm (cardinality of the residue field OK/p).

0.4 Cyclotomic extensions of Q

We will discuss some properties of cyclotomic extensions which will be used later. Let m be an

integer, and ζ = ζm a primitive mth root of unity. The field K := Q(ζ) is called the mth cyclotomic

extension of Q. The extension K/Q is abelian with Galois group isomorphic to (Z/mZ)∗. The

isomorphism is the following: an integer a, relatively prime to m, is associated with the map

(ζ 7→ ζa).

The ring of integers of K is Z[ζ]. A prime p of Q ramifies in K if and only if p divides m. If

p is unramified, then the Frobenius element at p is the map ζ 7→ ζp. It follow that for p - m, the

inertial degree of p is the multiplicative order of p modulo m.

Let K be any number field. A fundamental problem in algebraic number theory is the following:

given a Galois extension L of K, produce an algorithm which determines how primes of K split in

L. Class field theory more or less solves this problem for L/K abelian. That is, the main result

of class field theory implies the existence of such an algorithm for any given abelian extension.

Actually producing the algorithm is another problem entirely; conceivably one could do this by

following the proofs in Section 4, but this would in general be a computational nightmare.

For the special case K = Q, we can already describe how prime ideals split in abelian extensions

if we assume the Kronecker-Weber theorem (which will be a corollary of the main theorems of class
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field theory). The Kronecker-Weber theorem says that every abelian extesion of Q is contained in

a cyclotomic extension. If L is an abelian extension of Q, we can describe how primes split in L as

follows:

1. Find (somehow) an integer m such that L ⊆ Q(ζ), where ζ is a primitive mth root of unity.

2. Determine how the prime divisors of m split in L on your own. Don’t complain, there are

only finitely many of them.

3. Identify Gal(Q(ζ)/Q) with (Z/mZ)∗ in the natural way, and under this identification regard

H := Gal(Q(ζ)/L) as a subgroup of (Z/mZ)∗.

4. For any prime number p not dividing m, let f be the smallest number for which pf ∈ H.

Then p splits into [L:Q]
f primes in L.

0.5 Haar measures on local fields

If G is a locally compact topological group (which we will always assume to be abelian and Haus-

dorff), then G admits a translation invariant Radon measure, called a Haar measure, which is unique

up to scaling. For an introduction to locally compact topological groups, see the first chapter of

Fourier Analysis on Number Fields by Ramakrishnan and Valenza. For more on the Haar measure,

see the appendix.

Let us deduce the Haar measures on several locally compact groups. First we consider the

additive locally compact groups R,C, and finite extensions of Qp. All these groups can be realized

as a completion Kv, where K is a number field and v is a place of K.

First let v be finite. Then Ov is a compact subgroup of Kv. Therefore, there exists a Haar

measure µv on Kv for which µv(Ov) = 1. If p = pv is the unique maximal ideal of Ov with generator

π = πv, and k ≥ 1, then [Ov : pk] = (Np)k.

Thus Ov is the disjoint union of (Np)k = 1
||π||kv

cosets a+pk, all of which have the same measure

by translation invariance. Therefore µv(p
k) = µv(Ov)

(Np)k
= 1

(Np)k
= ||πk||v. Similarly when k < 0, the

fractional ideal pk is the disjoint union of (Np)−k = ||πk|| sets of the form a +Ov for a ∈ Kv. To

see this, use the fact that every element of pk can be uniquely written as akπ
k + ak+1π

k+1 + · · · ,
where ai are a distinct set of coset representatives for Ov/p. Thus the Haar measure of pv is still

equal to ||π||kv .

What we have just shown is that for any x ∈ K∗v

µv(xOv) = ||x||vµv(Ov) = ||x||v
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We contend that µv(xE) = ||x||vµv(E) for any x ∈ K∗v and any measurable set E. To see this, fix x

and define a new Haar measure λ on Kv by letting λ(E) = µv(xE) for any µv-measurable set E (it

is not too difficult to see that λ is indeed a Haar measure from the fact that µv is a Haar measure).

By the uniqueness theorem for Haar measures, there exists a ρ > 0 such that λ(E) = ρµv(E) for

all measurable sets E. But we can compute

λ(Ov) = µv(xOv) = ||x||vµv(Ov)

and by uniqueness we get ρ = ||x||v. Thus

µv(xE) = λ(E) = ρµv(E) = ||x||vµV (E)

If Kv = R, then the Haar measure µv is just a scale of the Lebesgue measure on R. Normalize

µv to be the actual Lebesgue measure, so µv[0, 1] = 1.

If Kv = C, then µv is again a scale of the Lebesgue measure, this time on R×R. Normalize µv

to be twice the ordinary Lebesgue measure here.

Note that for v complex, [Kv : R] = 2, so ||a+ bi||v = a2 + b2. By the way we have chosen the

Haar measures µv and the absolute values || · ||v, we see that for any place v, any x ∈ K∗v and any

measurable set E ⊆ Kv:

µv(xE) = ||x||vµv(E)

This will be important later when we introduce the ring of adeles.
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1 Adeles and Ideles

1.1 The direct limit topology

Let S be an ordered set, with the property that for any x, y ∈ S, there exists a z ∈ S such that

z ≥ x and y. Let also X be a set, Xs : s ∈ S a collection of subsets of X. Assume that:

• Each Xs is a topological space.

• s1 ≤ s2 if and only if Xs1 ⊆ Xs2 , in which case the topology on Xs1 is induced by that of Xs2

(that is, the open sets of Xs1 consist of all intersections V ∩Xs1 , where V is an open set of

Xs2).

• X =
⋃
s∈S

Xs

We will then define a topology on X, by saying that V ⊆ X is open in X if and only if V ∩Xs

is open in Xs for each s ∈ S. We call this the direct limit topology, and write X = limXs to

refer to X as a topological space.

Lemma 1. Let Y be another topological space, and f : X → Y a function. Then f is continuous

if and only if f|Xs : Xs → Y is continuous for all s ∈ S.

Proof. Let U be any open set of Y . To say that f|Xs is continuous is to say that f−1
|Xs(U) is always

open in Xs. But f−1
|Xs(U) = f−1(U) ∩Xs, and f−1(U) is open in X if and only if f−1(U) ∩Xs is

open in Xs for all s ∈ S. So the assertion is obvious.

Proposition 2. If each Xs is open in X, then the topology on Xs is induced by the topology on X.

Otherwise, the topology on Xs may be finer than the topology thereon induced by X.

Proof. Consider the topology on Xs induced by X. If U is an open set of X, then U ∩Xs′ is open

in Xs′ for all s′, in particular for s. So, the existing topology on Xs is no coarser as fine as that

induced by X.

Suppose that Xs′ is open in X for all s′. Let V be an open set of Xs. We claim that V = U ∩Xs

for some open set U of X. Of course, it is sufficient to show that V itself is open in X, i.e. V ∩Xs′

is open in Xs′ for all s′. To do this, let s′′ be a member of S which is ≥ s and s′. Then V = W ∩Xs

for some open set W of Xs′′ . We have

V ∩Xs′ = (W ∩Xs′′) ∩ (Xs′ ∩Xs′′)

where W ∩Xs′′ and Xs′ ∩Xs′′ are both open in Xs′ . Thus V ∩Xs′ is open in Xs′ , as required.

Under the assumption that each Xs is open in X (which is not always true), we have that direct

limits commute with direct products.

12



Proposition 3. Suppose each Xs is open in X. Let X1 be the set X×X endowed with the product

topology, and X2 the topological space limXs×Xs, where each Xs×Xs is given the product topology.

Then X1 = X2, as sets and topological spaces.

Proof. First let’s establish that X1 and X2 are the same set:

X1 = (
⋃
s∈S

Xs)× (
⋃
s∈S

Xs)

X2 =
⋃
s∈S

Xs ×Xs

It is clear that X2 ⊆ X1. Conversely let (a, b) ∈ X1 with, say, a ∈ Xs1 and b ∈ Xs2 . Then there is

a set Xs3 containing Xs1 and Xs2 , so (a, b) ∈ Xs3 ×Xs3 ⊆ X2.

Now let O ⊆ X ×X be open in X1. To show O is open in X2, we may assume that O is equal

to a product A × B, where A,B are both open in X (for O is a union of such things). To show

that O is open in X2, we must show that O ∩ (Xs ×Xs) is open in Xs ×Xs for each s. But the

intersection of O = A × B and Xs ×Xs is just A ∩Xs × B ∩Xs, which is open in Xs ×Xs as a

product of open sets.

Conversely suppose O is open in X2. So O ∩ (Xs ×Xs) is open in Xs ×Xs for each s. So this

latter intersection is a union of products A×B, where A,B are open in Xs. But since Xs is open

in X, so are A and B. So O ∩ (Xs ×Xs) is open in X ×X = X1.

Finally since X ×X =
⋃
s∈S

Xs ×Xs, we have that

O =
⋃
s∈S

O ∩ (Xs ×Xs)

So O is open in X1.

We will assume from now on that each Xs is open in X.

Corollary 4. Suppose X is a group, with each Xs a subgroup. If each Xs is a topological group,

i.e. the mapping Xs ×Xs → Xs given by

(x, y)→ xy−1

is continuous, then X will also be a topological group.

Proof. This follows from Proposition 3 and Lemma 1.

13



Recall that a topological space is locally compact if every point therein has a compact neighbor-

hood. R,C, Qp are examples of locally compact spaces. A finite product of locally compact spaces

is locally compact (hence so is any finite extension of Qp).

Lemma 5. If K is a compact subset of Xs, then it is also a compact subset of X. Also if each Xs

is locally compact, then so is X.

Proof. We assumed that Xs was open in X, so Xs inherits the subspace topology from X by

Proposition 2. Compactness does not depend on the ambient space, so K being compact in Xs

means that it is also compact in X. So a set O ⊆ Xs is open, or compact, in Xs if and only if it is

so in X. From this observation the second assertion is obvious.

We will now describe a slightly more concrete scenario of which the preceding theory is a

generalization. Let Gv : v ∈ T be a collection of topological groups. Then the product

G =
∏
v∈T

Gv

will also be a topological group. Let us assume that the Gv are also locally compact. However,

even with this assumption G will not be locally compact in general: a product of topological spaces∏
Xi is locally compact if and only if each Xi is locally compact and all but finitely many Xi are

compact. Our goal will be to identify a certain subgroup of G and place upon it a topology which

is locally compact.

Suppose the indexing set T is equal to a union A ∪ B, where B is finite, and Hv is a compact

open subgroup of Gv for each v ∈ A. For a finite subset S ⊆ T containing B, let

GS =
∏
v∈S

Gv
∏
v 6∈S

Hv

Then GS in the product topology is a locally compact topological group by the criterion we just

mentioned. If we let S be the set of subsets S ⊆ T which contain B, then we define

G =
⋃
S∈S

GS

and we give G the direct limit topology. So G consists of those (xv) ∈ G for which xv ∈ Hv for all

but finitely many v.

Proposition 6. Each GS is open in G. Hence G is a locally compact topological group.
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Proof. Let S′ be another member of S. We want to show that GS ∩GS′ is open in GS′ . We have

GS ∩GS′ =
∏

v∈S∩S′
Gv

∏
v∈S′\S

Hv

∏
v∈S\S′

Hv

∏
v 6∈S∪S′

Hv

which differs from GS′ only where v ∈ S′ \ S, in which place we have Hv instead of Gv. But Hv is

open, so GS ∩GS′ is a product of open sets, almost all of which are not proper, so this intersection

is open in GS′ under the product topology.

We finally make the observation that the map τ : Gv → G, which sends an x to the element

whose vth place is x, and all of whose other places are the identity, is a topological embedding. By

this I mean it is a group monomorphism whose domain is homeomorphic to its image. Furthermore

the image of τ is closed in GS . This is obvious, because if S = {v} ∪ B, then GS contains a home-

omorphic copy of Gv as a closed subgroup.

The discussion above has the following application to number theory. Let K be a finite extension

of Q, with ring of integers O. A place of K is an equivalence class of absolute values on K, two

absolute values being equivalent if they induce the same topology on K. We may identify each

place with a choice of absolute value v of which the place is an equivalence class. We will call a

place finite if it is nonarchimedean. There is one place for each prime of O. Otherwise we will call

the place infinite, in which case it is induced from a real or nonreal-complex embedding of K (and

is called real or complex respectively).

If v is a finite place, denote by Kv the completion of K with respect to v. If v is real or complex,

then Kv will mean R or C. In any case Kv is a locally compact group with respect to addition. If

v is finite, let Ov be the completion of O with respect to v; it is a compact, open subgroup of Kv.

All this was described in more detail in the introduction.

We may analogously consider the operation of multiplication: K∗v is a locally compact topolog-

ical group, and for v finite, O∗v is a compact open subgroup of K∗v .

Let S be a finite set of places of K which include the infinite places (of which there are at most

[K : Q], the collection of which we denote by S∞). Let S be the set of all such S.

For each place v, we take Gv = Kv, and Hv = Ov when v 6∈ S∞. We define the set AK of

adeles to be the direct limit G as defined above. So

AK =
⋃
S∈S

ASK

15



where we set

ASK = GS =
∏
v∈S

Kv

∏
v 6∈S

Ov

On the other hand, we can let Gv = K∗v , and Hv = O∗v when v is finite. We define the set IK of

ideles to again be the direct limit with the Gv so defined. So

IK =
⋃
S∈S

ISK

where

ISK =
∏
v∈S

K∗v
∏
v 6∈S

O∗v

Thus AK is a topological group with respect to addition, and IK is a topological group with

respect to multiplication.

A topological ring is a ring with a topology with respect to which addition and multiplication

are continuous. For example, Kv is a topological ring, and so is Ov for v < ∞. Any product

of topological rings is a topological ring in the product topology. Unlike topological groups, we

usually do not care whether or not the ring is Hausdorff or not. But we will not encounter any

non-Hausdorff spaces in these notes anyway.

Lemma 7. Multiplication is a continuous function AK × AK → AK . Hence AK is a topological

ring.

Proof. For each S (containing the infinite places), ASK is a topological ring in the product topology,

so the multiplication function ASK ×ASK → ASK is continuous. And ASK , being open in AK , inherits

its topology from the subspace topology of AK (Proposition 2). Thus multiplication is a continuous

function

ASK × ASK → ASK → AK

Since this map is continuous for each S, and AK ×AK is topologically the direct limit of the spaces

ASK × ASK (Proposition 3), our conclusion follows from Lemma 1.

Many topological properties from ASK and ISK are transferred to their respective direct limits. But

direct limits in general do not preserve topological interactions between these sets. Algebraically,

each ISK is the group of units of ASK , and therefore IK is the group of units of AK . However, while it

is true that ISK inherits its topology as a subspace of ASK (for both spaces are taken in the product

topology), it is not true that the topology of IK is the subspace topology from AK . Moreover, ISK
is open in ASK (each multiplicand is open), but IK is not open in AK .
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There is a more natural way to see the idelic topology as a natural consequence of the adelic.

Let j : IK → AK×AK be the injective function x 7→ (x, x−1), and T the image of IK under j. Then

T inherits the subspace topology from AK × AK (taken in the product topology), which induces a

topology on IK .

Proposition 8. This topology is the same as the direct limit topology on IK .

Proof. Let Z1 denote the ideles in the direct limit topology, and Z2 the ideles in the topology we

just introduced above. Remember that AK × AK is the topological direct limit of the products

ASK × ASK .

Let M ⊆ IK . If M is open in Z1, so is M−1 (Z1 is a topological group, inversion is a homeo-

morphism), so M ∩ ISK is open in ISK for each S, and so is M−1. Hence

(M ×M−1) ∩ (ISK × ISK) = (M ∩ ISK)× (M−1 ∩ ISK)

is open in ISK × ISK . But ISK is open in ASK , so

(M ×M−1) ∩ (ASK × ASK) = (M ∩ ASK)× (M−1 ∩ ASK)

is open in ASK ×ASK . Hence M ×M−1 is open in AK ×AK , giving us that (M ×M−1)∩T = j(M)

is open in T . Thus M must be open in Z2.

For the converse, observe that the map x 7→ (x, x−1) is a continuous function ISK → ISK × ISK ,

since it is continuous into each component. We have inclusions in the subspace topology ISK × ISK ⊆
ASK × ASK ⊆ AK × A, so we really have described a continuous function

ISK → AK × AK

This is continuous for each S, so the same function Z1 → AK × AK is continuous. The image

of this map x 7→ (x, x−1) is T , and by the very definition of T the inverse map T → Z2 is a

homeomorphism. Thus the identity map on IK is a continuous composition

Z1 → T → Z2

which shows that the open sets of Z2 are contained in the open sets of Z1.

The above characterization of the idele topology is inspired by the more general situation of

a (commutative) topological ring R with group of units R∗. Even though the multiplication is a

continuous function R∗ × R∗ → R, inversion x 7→ x−1 need not be continuous. The topology on
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R∗ resulting from the inclusion R∗ → R×R, x 7→ (x, x−1) is such that multiplication and inversion

are continuous in R∗.

1.2 Algebraic and Topological Embeddings

Each ASK is an open, hence closed, subgroup of AK . Thus a subset E of ASK is open, or closed, there

if and only if it is the same in AK . Remember also that properties like compactness, discreteness,

and connectedness do not depend on the ambient space: if E is a compact, discrete, or connected

etc. subset of ASK , it is also a compact, discrete etc. subset of AK . The same principle holds for

ideles, since ISK is an open, hence closed, subgroup of IK .

Lemma 9. The diagonal embedding

K →
∏
v

Kv

maps K into AK , and is a ring monomorphism. The image of K is discrete in the adele topology.

Similarly we have a diagonal embedding K∗ → IK which is a group monomorphism. The image of

K∗ is discrete in the idele topology.

Proof. For 0 6= x ∈ K, we know that x is a unit at almost all places. So it is clear that the diagonal

embeddings send K (resp. K∗ = K \ {0}) into the adeles (resp. ideles).

Let T be the image of K under the diagonal embedding. To say that T is discrete means that

for any x ∈ T , the singleton set {x} is open in T , i.e. there exists a neighborhood V of x which

does not contain any other element of T . We do this first when x = 0. Let

V =
∏
v|∞

Bv(0,
1

2
)
∏
v<∞

Ov

where Bv(0,
1
2 ) is the ball of center 0 and radius 1

2 in Kv. Clearly V is open in AS∞K , hence in

AK , and is a neighborhood of 0. And V cannot contain any other element 0 6= y of K, since then∏
v
||y||v is strictly less than 0, and it is supposed to be 1.

So V is a neighborhood of 0 which does not contain any other elements in the image of K. Since

AK is a topological group with respect to addition, proving the case x = 0 implies the result for

all x: if x is any element of K, then x + V is a neighborhood of x which is disjoint from all other

y ∈ K.

Thus the image of K under the diagonal embedding is discrete in AK . The argument for ideles

is almost identical, just use x = 1 instead of 0.

Warning: the diagonal embedding of K into AK is not really a diagonal embedding, if at the

infinite places we identify Kv as a subfield of C. For example, if K = Q(
√

2), the embedding of K
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into C are given by the inclusion map and the map
√

2 7→ −
√

2. We would inject 1 +
√

2 into the

adeles as

(1 +
√

2, 1−
√

2, 1 +
√

2, 1 +
√

2, ...)

From now on we will usually identify K (resp. K∗) with its image in AK (resp. IK). In particular

K and K∗ will be taken as topological groups in the discrete topology, unless otherwise stated.

Since K∗ is a discrete subgroup of IK , it is closed, so the quotient CK := IK/K∗ is a topological

group. We call CK the idele class group.

For x ∈
∏
v
Kv, let xv denote the vth component of x. If x ∈ IK , then x ∈ ISK for some S, and

hence ||xv||v (or just ||x||v) is equal to 1 for almost all v, i.e. all v 6∈ S. Thus

||x|| :=
∏
v

||x||v

is a finite product, which we call the idele norm of x. Since each map || − ||v : Kv → R is

continuous, so is the idele norm on ISK as a finite product of continuous functions. Thus the idele

norm on IK is continuous (Lemma 1). We let

I1K = {x ∈ IK : ||x|| = 1}

which is a closed subgroup of IK , since it is the preimage of the closed set {1}. By the product

formula, K∗ is contained in I1K , so I1K is a saturated closed set with respect to the quotient IK →
IK/K∗. Thus C1

K := I1K/K∗ is a closed subgroup of CK .

Lemma 10. I1K is also closed as a subset of the adeles.

Proof. Let α ∈ AK \ I1K . We must find a neighborhood W of α which is disjoint from I1K .

Case 1:
∏
v
||α||v < 1.

The set S consisting of archimedean places as well as those v for which ||αv|| > 1 is finite.

Adjoin finitely many places to S to ensure that
∏
v∈S
||α||v < 1. For ε > 0 and small, let Wv = {x ∈

Kv : ||x− αv||v < ε and define

W =
∏
v∈S

Wv

∏
v 6∈S

Ov

Then W is a neighborhood of α, and as long as ε is chosen small enough, we will have
∏
v
||β||v < 1

for any β ∈W .

Case 2:
∏
v
||α||v > 1.

Let C =
∏
v
||α||v. I claim all but finitely many places v satisfy the following property: if x ∈ Kv

and ||x||v < 1, then ||x||v < 1
2C . This is true because for pv lying over p, we have ||x||v < 1 implies

||x||v ≤ ||p||v = |pf(p/p)|p ≤ 1
p , and there are only finitely many prime numbers p satisfying 1

p ≥
1

2C .
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So, take S to include all the archimedean places, all those places v for which ||α||v > 1, all

those places for which ||α||v < 1 (there must be only finitely many, otherwise
∏
v
||α||v converges to

0) and all those places which do not satisfy the property we just mentioned. For small ε > 0, set

Wv = {x ∈ Kv : ||x− αv||v < ε}, and define

W =
∏
v∈S

Wv

∏
v 6∈S

Ov

just as we have above. Then W is a neighborhood of α, and as long as ε is small enough, we can

ensure that any β ∈ W will have
∏
v
||β||v 6= 1. As long as we choose ε to be very small, if β ∈ W

and ||β||v = 1 for v 6∈ S, then
∏
v∈S
||β||v =

∏
v
||β||v will be strictly between 1 and 2C.

On the other hand, if β ∈W and ||β||v0
< 1 for some v0 6∈ S, then ||β||v0

< 1
2C , so

∏
v

||β||v ≤ ||β||v0

∏
v∈S
||β||v <

1

2C
· 2C = 1

Suppose C,X, Y are subsets of a set Z, and C is contained in both X and Y . If X and Y are

topological spaces, when is the induced topology on C from Y finer than the induced topology from

X? By the definition of the subspace topology, this happens if and only if for any open set W of

X, there exists an open set V of Y such that V ∩ C = W ∩ C. An equivalent and more easily

applicable condition is that for any open set W of X and any α ∈ W ∩ C, there exists an open

neighborhood V of α such that V ∩ C ⊆W .

Lemma 11. The subspace topologies which I1K inherits from the ideles and the adeles are the same.

Proof. Let W be an open set of the adeles, and α ∈ W ∩ I1K . To show that the idele topology

on I1K is finer than the adele topology, we must find an idele-open neighborhood V of α such that

V ∩ I1K ⊆W . Actually, we will just find a V so that V ⊆W .

Now ||α||v = 1 for almost all v, say all v 6∈ S. Any neighborhood of α in the adele topology

contains a neighborhood of the form

W ′ =
∏
v∈S

Wv

∏
v 6∈S

Ov

where Wv is a neighborhood of αv not containing 0. We may suppose S contains all the archimedean

places; if not, it is fine to shrink W ′ further. But then W ′ contains

V :=
∏
v∈S

Wv

∏
v 6∈S

O∗v
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which is an open neighborhood of α in the idele topology.

Conversely suppose V is open in the ideles, and α ∈ V ∩ I1K . To show that the adele topology

on I1K is finer than the idele topology, we must find an adele-open neighborhood W of α such that

W ∩ I1K ⊆ V .

Now V contains an idele-open neighborhood of α of the form

V ′ =
∏
v∈S

Ev
∏
v 6∈S

O∗v

where S contains all the archimedean places as well as all those places v for which αv 6∈ O∗v , and

Ev = {x ∈ Kv : ||x− αv||v < ε}

where ε > 0 is very small. In order for V ′ to be open in the ideles, ε would in any case have to be

small enough to exclude 0 from Ev. We can also make ε small enough so that for any β ∈ V ′,∏
v 6∈S

||β||v

is extremely close to 1 (as close as we like). Let

W =
∏
v∈S

Ev
∏
v 6∈S

Ov

so W is an open set of the adeles containing α. Now the reciprocals of the prime numbers 1
2 ,

1
3 , ...,

hence the absolute values ||x||v for v finite and x ∈ pv, are bounded away from 1. We can use this

fact to argue that if ε is chosen small enough, then W ∩ I1K ⊆ V ′. For suppose β ∈ W ∩ I1K . To

show β ∈ V ′, we have to show that β ∈ O∗v for v 6∈ S. Already
∏
v∈S
||β||v is extremely close to 1. If

v0 6∈ S is a place for which βv0
6∈ O∗v (which means βv0

∈ pv0
), ||β||v0

will be small enough so that

||β||v0
·
∏
v∈S
||β||v, and hence ||β|| (for ||β||v ≤ 1 for all v 6∈ S), is strictly less than 1.

We define the S-units, KS , to be the group of x ∈ K∗ which are units at all v 6∈ S. In particular

KS∞ = O∗K . Identifying the elements of K∗ as ideles, we have KS = ISK ∩K∗. Since K∗ is discrete,

so is KS , so KS is closed. Hence ISK/KS is a topological group. Also

IS,1K = {x ∈ ISK : ||x|| = 1} = ISK ∩ I1K

is closed (in ISK , IK , same thing) and contains KS , so IS,1K /KS is a closed subgroup of ISK/KS .
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Lemma 12. There are embeddings of topological groups

ISK/KS → IK/K∗

IS,1K /KS → I1K/K∗

where the image of the group on the left is an open and closed subgroup on the right.

To prove the next proposition, we will rely on some technical details of direct limits, which we

leave as exercises:

Exercise: Suppose X = lim
s∈S

Xs in the sense we defined earlier, and S1 ( S. Find a sufficient

condition for which we still have X = lim
s∈S1

Xs.

Exercise: Let X = lim
s∈S

Xs, Y = lim
t∈T

Yt, and assume each Xs, Yt is open in X,Y . Let τ : S → T
be an order preserving bijection, and f : X → Y a function such that for each s the restriction

Xs → Yτ(s) is a homeomorphism. Show that f is a homeomorphism. If the Xs, Yt, X, Y are all

topological groups, and each f|Xs is a topological group isomorphism, show that f is as well.

Theorem 13. Let L be a finite extension of K. There is an isomorphism of topological groups

n∏
i=1

AK → AL

where n = [L : K]. Under this isomorphism
n∏
i=1

K corresponds to L.

Proof. Let S0 be a finite set of places of K, containing all the archimedean ones. Then one can

argue, as in the first exercise, that AK = lim
S⊇S0

ASK . Proposition 3 extends to finitely many products,

giving us
n∏
i=1

AK = lim
S

n∏
i=1

ASK

Here we are only taking those S which contain S0. Given such an S, let T be the set of places of

L which lie over all the places in S. Again, we can argue that AL = lim
T

ATL. Fix a basis for L/K.

For each place of K, we know there is a homeomorphism (in fact, an isomorphism of topological

groups)

Φv :
∏
v

Kv →
∏
w|v

Lw

which is defined using this basis. It sends
n∏
i=1

K to
∏
w|v

L. For almost all v (say, all those which are
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not in S0), restriction induces another topological group isomorphism

Φv :

n∏
i=1

Ov →
∏
w|v

Ow

(see the last part of the appendix on the topological tensor product). Now a collection of isomor-

phisms Ai → Bi induces an isomorphism on the product
∏
Ai →

∏
Bi, so we obtain a topological

group isomorphism ∏
v∈S0

n∏
i=1

Kv ·
∏
v 6∈S0

n∏
i=1

Ov →
∏
w∈T

∏
w|v

Lw ·
∏
w 6∈T

∏
w|v

Ow

The product topology is commutative/associative, so we have actually described an isomorphism

n∏
i=1

ASK → ATL

Our claim then follows from the second exercise.

1.3 Compactness theorems

Theorem 14. AK/K is compact.

Proof. By Theorem 13 we have an isomorphism of topological groups

AK/K ∼=
AQ ⊕ · · · ⊕ AQ

Q⊕ · · · ⊕Q
∼= AQ/Q⊕ · · · ⊕ AQ/Q

so it suffices to just prove the case where K = Q.

To do this, we let

W = [−1

2
,

1

2
]×
∏
p

Zp

where W is clearly a compact subset of AQ. We have a continuous composition W → AQ → AQ/Q,

so it suffices to show that this composition is surjective. In other words, given any adele α ∈ AQ,

find an x ∈ Q such that α− x ∈W .

For each prime p, αp ∈ Qp can be written as a sum

ak
pk

+ · · ·+ a−1

p
+ a0 + a1p+ · · ·

where ai ∈ {0, 1, ..., p− 1}. If we let bp := ak
pk

+ · · ·+ a−1

p , then αp − bp ∈ Zp.
Actually, b :=

∑
p
bp is a finite sum, because αp ∈ Zp for almost all p, in which case bp = 0 from

23



the way it is defined. And, for any prime number q, bq ∈ Zp for every p 6= q (because 1
q will be a

unit). Thus b− bp ∈ Zp for every p, and hence

|αp − b|p = |(αp − bp) + (bp − b)|p ≤ Max{|αp − bp|p, |b− bp|p} ≤ 1

We have found a rational number b such that

α− b ∈ AS∞Q = R×
∏
p

Zp

Let v be the unique infinite place of Q. The fact that [− 1
2 ,

1
2 ] has length 1 means that we can find

an integer s such that (αv − b) − s ∈ [− 1
2 ,

1
2 ]. Since αp − b ∈ Zp for all p, so is αp − b − s. Thus

α− x ∈W , where x = b+ s.

Corollary 15. There exists a sequence of positive numbers δv, with δv = 1 for almost all v, such

that AK = W +K, where

W =
∏
v

{x ∈ Kv : |x|v ≤ δv}

Proof. Suppose by way of contradiction that W + K ( AK for every set W of that form. Then

π(W ) = π(W +K) is properly contained in AK/K, where π is the quotient map AK → AK/K. We

can modify W to make it an open set: just replace ≤ by < when v is an infinite place. Still we will

have π(W ) ( AK/K. Furthermore, we can find a sequence of these sets W , say W1 ( W2 ( · · ·
for which

AK =
⋃
n

Wn

by increasing the δv, finitely many at a time. Hence AK/K =
⋃
n
π(Wn). And quotient maps of

topological groups are open maps, so we have produced an open cover with no finite subcover,

contradicting the fact that AK/K is compact.

The compactness theorem we just proved can be used to produce two powerful results. First,

there is another compactness result, this time for the ideles, which is equivalent to the classical

unit theorem. Second, there is the strong approximation theorem, which generalizes the existing

approximation theorem.

Let µv be a Haar measure on Kv. As indicated in the introduction, it is possible to normalize

µv so that µv(xE) = ||x||vµv(E) for any 0 6= x ∈ Kv and E ⊆ Kv measurable. For example if v is

finite, all we have to do is normalize µv so that Ov has measure 1. Since AK is a locally compact

topological group, it also has a Haar measure µ. It is possible to normalize µ to be the product of

the local Haar measures, in the sense that if S is a finite set of places containing all archimedean
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ones, and Ev ⊆ Kv : v ∈ S is µv-measurable, then

µ(
∏
v∈S

Ev
∏
v 6∈S

Ov) =
∏
v∈S

µv(Ev)

It follows, by an identical argument as the one given in the introduction for µv, v < ∞, that if

x ∈ IK and E ⊆ AK is µ-measurable, then µ(xE) = ||x||µ(E).

A complete justification for why µ can be normalized as we have claimed would be too long to

include in this chapter. The approach we are familiar with depends on the Riesz representation

theorem and a special version of Fubini’s theorem. In the appendix on Haar measures, we sketch

the proof and give references on where to find more rigorous justifications of certain claims.

Lemma 16. (Minkowski-Chevalley-Weil) There exists a δ > 0, depending only on the field K, such

that for any η ∈ IK with ||η|| > δ, there exists an x ∈ K∗ with |x|v ≤ |ηv|v for all v.

Proof. For an infinite place v, let Uv denote the closed ball of center 0 and radius 1 in Kv. Also let

M =
∏
v|∞

Uv
∏
v<∞

Ov ⊆ AK

M is a compact neighborhood of 0, so there exists another compact neighborhood V of 0 such

that V − V ⊆ M , where V − V is the set of all possible differences v − v′ (see the appendix on

topological groups). Now K being discrete in AK , let λ be the counting measure on K. By the

theorem mentioned in the section on Haar measures, it is possible to choose a Haar measure µ̄ on

AK/K such that for any measurable function f : AK → C∫
AK/K

f̄dµ̄ =

∫
AK

fdµ

where

f̄(α+K) =

∫
K

f(α+ a)dλ(a) =
∑
a∈K

f(α+ a)

Given this Haar measure, set

δ =
µ̄(AK/K)

µ(V )

Remember that V and AK/K are compact, so δ is finite and nonzero. We will prove the contra-

positive of our theorem: suppose η is an idele, but there is no x ∈ K∗ with the property that

||x||v ≤ ||ηv||v for each place v. We will show that ||η|| ≤ δ.
Now ηM ∩K must be 0: for otherwise, there is a α ∈ IK , ||αv|| ≤ 1 for each place v, and there

is an x ∈ K∗ such that ηα = x. Then ||ηv||v = ||αv||−1||x||v ≥ ||x||v, contrary to what we assumed

about η.

25



Also, given any α ∈ AK , there is at most one a ∈ K such that α+ a ∈ ηV . For if α+ a1 = ηv1

and α+ a2 = ηv2 for a1, a2 ∈ K and v1, v2 ∈ V , then

a2 − a1 = (α+ a1)− (α+ a2) = η(v1 − v2) ∈ η(V − V ) ∩K ⊆ ηM ∩K = 0

which implies a1 = a2. If we set f : AK → C to be the characteristic function of ηV , this shows

that f̄ ≤ 1, where f̄ is as we defined it above. Thus

||η||µ(V ) = µ(αV ) =

∫
AK

fdµ =

∫
AK/K

f̄dµ̄ ≤
∫

AK/K

dµ̄ = µ̄(AK/K)

so ||η|| ≤ δ, as required.

Proposition 17. I1K/K∗ is compact, and so is IS,1K /KS for any S containing the infinite places.

Proof. The second statement follows from the first because IS,1K /KS is homeomorphic to a closed

subset of I1K/K∗.
Take δ as in the previous lemma, and fix an idele η for which ||η|| > δ. Let

W =
∏
v

{x ∈ Kv : ||x||v ≤ ||ηv||v}

Then W is a compact subset of AK , hence a compact subset of IK by (?). Therefore W ∩ I1K is

compact, as a closed subset of a compact space. It is enough to show that the quotient map

W ∩ I1K → I1K/K∗

is surjective. In other words, given αinI1K , find an x ∈ K∗ such that αx ∈W . Since ||η|| > δ, so is

||α−1η||. The Minkowski-Chevalley-Weil lemma says there is an x ∈ K∗ for which ||x||v ≤ ||α−1
v ηv||v

for all v, which is exactly what we need.

Theorem 18. (Strong approximation theorem) Let v0 be a place. Given a finite set of places S not

containing v0, elements av ∈ Kv : v ∈ S, and ε > 0, there exists an x ∈ K such that ||ai − x||v < ε

for v ∈ S and ||x||v ≤ 1 for v 6∈ S and v 6= v0.

Proof. By Corollary (?), there is a sequence of positive integers δv, with δv = 1 for almost all v,

such that AK = W +K, where

W =
∏
v

{x ∈ Kv : ||x||v ≤ δv}

Let η be an idele for which 0 < ||ηv||v < δ−1
v ε for v ∈ S, ||ηv||v < δ−1

v for v 6∈ S and v 6= v0
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(remember that δ−1
v = 1 for almost all v), and ||ηv0 ||v0 is very large. As long as ||ηv0 ||v0 is large

enough, the norm ||η|| will be greater than the number δ described in the Minkowski-Chevalley-Weil

lemma. So there will exist a λ ∈ K∗ such that ||λ||v ≤ ||ηv||v for all v.

Now let α be an adele for which αv = av for v ∈ S, and αv = 0 for v 6∈ S. We can write αλ−1

as β + b for β ∈W and b ∈ K. We claim that x := λb does what is required. For v ∈ S:

||av − x||v = ||αv − x||v = ||λβv||v ≤ ||λ||vδv < (δ−1
v ε)δv = ε

and for v 6∈ S, v 6= v0:

||x||v = ||λβv||v ≤ ||λ||vδv ≤ δ−1
v δv = 1

1.4 The Unit Theorem

The Dirichlet unit theorem is a classical result which describes the structure of the group KS . The

hardest part of the unit theorem involves calculating the rank of a certain lattice. The compactness

of IS,1K /KS is actually equivalent to the determination of this rank (some treatments of algebraic

number theory, e.g. by Neukirch, determine the rank first and use it to deduce compactness).

The proof of the unit theorem will rely on the following idea: if V is a vector space over R, and

G is an additive subgroup of V , then G and V are topological groups with respect to addition. We

will be interested in looking at the subspace W generated by G, and in particular the vector space

(and topological group with respect to addition) V/W .

Let S = {v1, ..., vs} be a finite set of places containing all the infinite ones, and assume vs is

infinite. Take the vector space Rs in the product topology, so it is a topological group with respect

to addition. Let

H = {(x1, ..., xs) ∈ Rs : x1 + · · ·+ xs = 0}

Then H is an (s − 1)-dimensional subspace of V : it has as a basis e1 − en, e2 − en, ..., en−1 − en,

where ek is the vector whose ith coordinate is δik. Now, define

Φ : IS,1K → Rs

by the formula

Φ(x1, ..., xs) = (log ||x1||v1
, ..., log ||xs||vs)

By the product formula, it is clear that Φ maps IS,1K into H.

Lemma 19. Φ is continuous. Also, the subspace (that is, the R-vector space) spanned by the image

of Φ is all of H.
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Proof. A map into a product of topological spaces is continuous if the corresponding map into each

component is continuous. In other words, we need to show that the mapping (x1, ..., xs) 7→ log ||xi||vi
is continuous for each i. But we already know this to be the case. Thus Φ is continuous.

We already remarked that the image of Φ is contained in H, so all we have to do is find s − 1

linearly independent vectors in the image of Φ. Let x ∈ K∗v1
be any element for which ||x||v1

6= 1.

Since vs is archimedean, we can find a y ∈ K∗vs for which ||y||vs = ||x||−1
v1

. Then

(x, 1, ..., y) ∈ IS,1K

and this element is mapped by Φ to

(log ||x||v1
, 0, ..., 0,− log ||x||v1

)

This is just a scale of the basis vector e1 − en we mentioned earlier. Similarly we can find scales of

the vectors e2 − en, e3 − en etc.in the image of Φ.

Proposition 20. The image of KS under Φ is a lattice, and the kernel of KS is the set of all roots

of unity in K.

Proof. We first make the following claim: if N,n ≥ 1, there are only finitely many algebraic integers

x for which:

• The minimal polynomial of x over Q has degree ≤ n.

• |σ(x)| ≤ N for all embeddings of K into C.

For if x is such an algebraic integer, and µ is its minimal polynomial of degree, say, t ≤ n, then

the coefficients of µ, being symmetric functions of σ(x), will also be bounded in terms of N . For

example, the next to leading coefficient of µ is the trace of x in Q(x)/Q, and this is bounded in

absolute value by t ·N ≤ n ·N .

Also, the coefficients of these minimal polynomials are rational integers. Thus there are only

finitely many minimal polynomials to consider, hence only finitely many algebraic integers which

satisfy the given description. This establishes the claim.

Remember that the canonical absolute values || · ||v induced by infinite places v are directly

carried from the embeddings of K into C.

Now to show that the image of KS is a lattice, it suffices by (?) to show that if D is a bounded

subset of Rs, then Φ(KS) intersects D at only finitely many points. We will actually show something

stronger: that only finitely many points of KS map into D. Since D is bounded, there exists an
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M > 0 such that |xi| ≤ M for all (x1, ..., xs) ∈ D. Now if Φ(x) ∈ D for some x ∈ KS , then

log ||x||vi ≤M for all i, and hence ||x||vi ≤ eM . In particular this holds for the archimedean places,

so we see there is an N > 0 such that |σ(x)| ≤ N for all embeddings σ : K → C.

And the minimal polynomials of the x ∈ KS have degree ≤ [K : Q]. By the claim at the begin-

ning of the proof, there are only finitely many x ∈ KS for which Φ(x) ∈ D. Thus Φ(KS)∩D is finite.

The last thing we have to show is that the kernel of Φ is the set of roots of unity in K. If

x ∈ KerKS , so is x2, x3, ... and all of these powers lie in a bounded set, namely {(0, ..., 0)}. Hence

there are only finitely many distinct powers of x, giving us xi = xj for i < j, hence xj−i = 1.

Conversely if x is a root of unity, then xm = 1 for some m ≥ 1. Then

(0, ..., 0) = Φ(xm) = m · Φ(x)

which implies Φ(x) = (0, ..., 0).

So the image of KS is a lattice which is contained in a space of dimension s − 1. To complete

the proof of the unit theorem, we need to show that this lattice has rank exactly s − 1. Here we

give a slick proof which uses the compactness of IS,1K /KS .

Theorem 21. The rank of the image of KS is s− 1.

Proof. Let W be the subspace spanned by the image of KS . Then the rank of this image is the

dimension of W . Since W ⊆ H, the dimension of W is ≤ s − 1, and equality of dimensions is

equivalent to saying that W = H. We have by composition a topological group homomorphism

f : IS,1K
Φ−→ H → H/W

whose kernel contains KS . By the universal mapping property, there is an induced topological

group homomorphism

f̄ : IS,1K /KS → H/W

Now, suppose by way of contradiction that W is a proper subset of H. Then f , and hence

f̄ , cannot be the zero mapping: this would assert that every vector Φ(x), x ∈ IS,1K is a linear

combination of elements in ΦKS , and hence every element in H is a linear combination of elements

of ΦKS (for H is equal to the span of the image of Φ). Thus f being the zero mapping implies

W = H.

Now H/W can be identified (as topological groups) with Rk for some k ≥ 1. Since f̄ is not the

zero mapping, and IS,1K /KS is compact, the image of f̄ must be a nontrivial compact subgroup of
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H/W . But there are no nontrivial compact subgroups of Rk. We have reached a contradiction, so

we must have W = H.

Corollary 22. KS modulo the roots of unity in K is a free abelian group of rank s − 1. Hence

there exist elements c1, ..., cs−1 ∈ KS such that every element of KS can be uniquely expressed as

ζcn1
1 · · · c

ns−1

s−1

where ni are integers and ζ is a root of unity.

This corollary also describes the structure of the units of K, since KS = O∗K when S consists

only of infinite places.

Corollary 23. Suppose K contains all the nth roots of unity, and S contains s elements. Then

[KS : Kn
S ] = ns, where Kn

S is the group of xn : x ∈ K.

Proof. If C is a finite cyclic group with order divisible by n, then C/nC has exactly n elements. If

T is free abelian of rank k, then T/nT is isomorphic to
k⊕
i=1

Z/nZ, and hence has kn elements.

Now take C and T as multiplicative abelian groups: C is the group of roots of unity in K, and

T is free abelian of rank s − 1. The previous corollary tells us that KS = C ⊕ T as an internal

direct sum.

1.5 More on CK

Define a map (0,∞)→
∏
v|∞

K∗v
∏
v<∞
{1} by the formula

ρ 7→ aρ := ( n
√
ρ, ..., n

√
ρ, 1, 1, ...)

where n = [K : Q]. Since ||aρ||v = ρ
2
n when v is complex, it is easy to see that ||aρ|| = ρ. This map

is continuous (continuous into each component), and the codomain inherits its topology from IS∞K ,

hence from IK . We have by composition a continuous function (0,∞)→ CK .

Proposition 24. The map

C1
K × (0,∞)→ CK

(αK∗, ρ) 7→ αaρK
∗

is a topological group isomorphism.
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Proof. Let us first establish the algebraic properties. Obviously this map is a homomorphism. To

show injectivity, suppose that αaρ ∈ K∗. Then 1 = ||αaρ|| = ρ, hence aρ = 1. But then α ∈ K∗.
For surjectivity, βK∗ is mapped to by (βρ−1

||β||K
∗, ||β||).

The given map is continuous, as a product of continuous functions. The inverse mapping is

given as we mentioned by the formula

βK∗ 7→ (βρ−1
||β||K

∗, ||β||)

Since the inverse maps CK into a product, we just have to show the mapping into each component

is continuous. But this is just as clear.
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2 Towards the first inequality

2.1 L-function and convergence theorem

Let IK denote the idele group of the the number field K, d∗x denote the normalized Haar measure

on IK , a continuous character on IK is a continuous function χ : IK −→ C1, such that χ(xy) =

χ(x)χ(y), for ∀x, y ∈ IK
An Adelic Bruhat-Schwartz function is a finite linear combination of functions of the form

f∞⊗ f0, where f∞ ∈ C∞c (A∞), A∞ =
∏
v|∞

Kv, (here a function is smooth is in the usual sense that

it is infinitely differentiable), f0 ∈ C∞c (A0), A0 =
′∏

v<∞
Kv, the restricted direct product, meaning

Kv = Ov for almost all finite places v. where f0 = ⊗v<∞f0v , f0v ∈ C∞c (Kv), meaning compactly

supported and locally constant, and fov = 1Ov for almost all v. We note such a function by

f ∈ C∞c (AK).

Lemma 1. (’No Small Subgroup Argument’). There exists an open neighborhood U of 1 in

C, which contains no non-trivial subgroup of C∗.

Proof. The existence of such U is guaranteed since otherwise suppose some non-trivial eiθ ∈ U ,

then if U contains a non-trivial subgroup that contains eiθ, then einθ ∈ U for all natural numbers

n, this is impossible if we pick U small enough.

By the ’No Small Subgroup Argument’, Ker(χ) is open in IK , since χ(IK)∩U = {1}, therefore

Ker(χ) = χ−1(U) if we pick U to be an open neighborhood of 1 ∈ C which contains no non-trivial

subgroup. Moreover, we have χ−1(U) ⊃
∏
v∈S

Uv ×
∏
v/∈S

O∗v , for some S a finite set of places, since

such sets form a basis of open sets in IK . This implies χv(O
∗
v) = 1 for ∀v /∈ S, where χv is the

character of K∗v induced by the imbedding K∗v ' (1, · · · , 1,K∗v , 1, · · · , 1) ⊂ IK . If χv|O∗v = 1, we

say χv is unramified at v.

Let S1 = {v <∞| ∀v /∈ S1, χv unramified, and fv = 1Ov}. Let

Iv(fv, χv) =

∫
K∗v

fv(x)χv(x)|x|svd∗xv.

For any S, a finite set of places, S ⊃ S1, define

LS(s, f, χ) =

∫
ISK

f(x)χ(x)‖x‖sd∗x =
∏
v|∞

Iv(fv, χv)
∏

v∈S−S1

Iv(fv, χv)
∏
v∈S1

Iv(fv, χv).

Lemma 2. Suppose χv is a continuous character on K∗v , then χv = 1 on some small open neigh-

borhood of 1 in O∗v
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Proof. By ’No Small Subgroup Argument’, there exists an open neighborhood U of 1 ∈ C, such

that U contains no non-trivial subgroup of C∗, then χ−1(U) is an open neighborhood of 1 in K∗v .

Choose m large enough such that 1 + pmv ⊂ χ−1(U), then χv(1 + pmv ) = 1. The smallest such m is

called the conductor of χv.

For v ∈ S1, without loss of generality(cover supp(fv) by open sets of the form 1+pmv , we can write

fv as a finite linear combination of characteristic functions 11+pmv
), we may assume fv = 11+pmv

,

then Iv(fv, χv) =
∫

1+pmv

d∗xv = µv(1 + pmv ) < ∞. This implies that |
∏
v∈S1

Iv(fv, χv)| < ∞. Also

there are only finitely many v|∞, and for those places, since fv is smooth and compactly supported,

we also have |
∏
v|∞

Iv(fv, χv)| <∞.

Now we only care about ∏
v∈S−S1

Iv(fv, χv).

Since now fv = 1Ov , we have

Iv(fv, χv) =

∫
Ov

χv(x)|x|svd∗xv.

Write Ov = qn≥0(pnv − pn+1
v ), then

Iv(fv, χv) =
∑
n≥0

∫
ε∈O∗v

χv(επ
n
v )|πv|nsv d∗xv =

∑
n≥0

∫
O∗v

χv(π
n
v )|πv|nsv d∗xv

=
∑
n≥0

χv(π
n
v )q−nsv

∫
O∗v

d∗xv =
∑
n≥0

χv(πv)
nq−nsv =

1

1− χv(πv)q−sv
.

We conclude that ∏
v∈S−S1

Iv(fv, χv) =
∏

v∈S−S1

(1− χv(πv)q−sv )−1.

Note that

|χv(πv)
qsv

| ≤ 1

qσv
< 1,

for σ ≥ 1, we have

∏
v∈S−S1

(1− χv(πv)q−sv )−1 = exp(
∑

v∈S−S1

∑
m≥1

χv(πv)
m

mqmsv
).

Here we use the fact that
1

1− z
= exp(−

∑
m≥1

zm

m
),
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when |z| < 1.

Lemma 3. ∑
v/∈S1

∑
m≥1

1

mqmsv

converges for Re(s) > 1.

Proof.

T =
∑
v/∈S1

∑
m≥1

1

mqmsv
=
∑
v/∈S1

(
1

qsv
+
∑
m≥2

1

mqmsv
),

therefore

|T | ≤
∑
v/∈S1

(
1

qσv
+
∑
m≥2

1

mqmσv
)

≤ n
∑
p

1

pσ
+ n

∑
p

(
1

2p2σ
+

1

3p3σ
+ · · · )

≤ n
∑
p

1

pσ
+ n

∑
p

(
1

p2σ
+

1

p3σ
+ · · · )

≤ n
∑
p

1

pσ
+ n

∑
p

p−2σ 1

1− pσ

≤
∑
p

1

pσ
+

n

1− 2−σ

∑
p

1

p2σ
.

Here σ = Re(s), n = the number of imbeddings from the number field K to C. Note that the first

sum on the right hand side converges for σ > 1, the second sum converges for σ > 1
2

We conclude the above results as follows:

Theorem 4. Let

LK(s, χ) =
∏
v/∈S1

(1− χv(πv)q−sv )−1,

then we have the product
∏
v/∈S1

(1−χv(πv)q−sv )−1 converges for Re(s) > 1, and thus LK(s, χ) defines

a holomorphic function for Re(s) > 1. Moreover, we can write

LK(s, χ) = exp(
∑
v/∈S1

χv(πv)q
−s
v ) · exp(g0(s, χ)),

where g0(s, χ) is a holomorphic function for Re(s) > 1
2 .
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Proof. ∏
v∈S−S1

(1− χv(πv)q−sv )−1 = exp(
∑

v∈S−S1

∑
m≥1

χv(πv)
m

mqmsv
)

= exp(
∑

v∈S−S1

χv(πv)

qsv
) · exp(

∑
v∈S−S1

∑
m≥2

χv(πv)
m

mqmsv
),

order the finite sets of places S which contains S1 by inclusion, let S goes to infinity, we have

LK(s, χ) =
∏
v/∈S1

(1− χv(πv)q−sv )−1 = exp(
∑
v/∈S1

∑
m≥1

χv(πv)
m

mqmsv
)

= exp(
∑
v/∈S1

χv(πv)

qsv
) · exp(

∑
v/∈S1

∑
m≥2

χv(πv)
m

mqmsv
) = exp(

∑
v/∈S1

χv(πv)

qsv
) · exp(g0(s, χ)),

where

g0(s, χ) =
∑
v/∈S1

∑
m≥2

χv(πv)
m

mqmsv
.

The claimed convergence is guaranteed by the above lemma.

Theorem 5.

L(s, f, χ) =

∫
IK

f(x)χ(x)‖x‖sd∗x

converges for Re(s) > 1, and therefore defines a holomorphic function on {s ∈ C|Re(s) > 1}.

Proof. The partial L-function

LS(s, f, χ) =

∫
ISK

f(x)χ(x)‖x‖sd∗x

=
∏
v|∞

Iv(fv, χv)
∏

v∈S−S1

Iv(fv, χv)
∏
v∈S1

Iv(fv, χv),

We showed that both
∏
v|∞

Iv(fv, χv) and
∏
v∈S1

Iv(fv, χv) have finite absolute value. Moreover,

lim
S

∏
v∈S−S1

Iv(fv, χv) = L(s, χ).

Therefore there exists a constant M > 0, depending only on
∏
v|∞

Iv(fv, χv) and
∏
v∈S1

Iv(fv, χv), such

that

|LS(s, f, χ)| ≤M · |
∏

v∈S−S1

Iv(fv, χv)|.
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Then taking limits on both sides, we have

lim
S
|LS(s, f, χ)| ≤M · |LK(s, χ)|.

Since L(s, χ) is holomorphic for Re(s) > 1 by Theorem 1, we have |LS(s, f, χ)| <∞ for Re(s) > 1,

and ∀S ⊃ S1, the bound does not depend on S. By monotone convergence theorem,

L(s, f, χ) =

∫
IK

f(x)χ(x)‖x‖sd∗x = lim
S

∫
ISK

f(x)χ(x)‖x‖sd∗x

exists for Re(s) > 1. Thus L(s, f, χ) is holomorphic when Re(s) > 1.

2.2 Analytic continuation of L-function

A function F : AK → C is factorizable if there exists local functions Fv : Kv → C(∀v ≤ ∞),

where Fv = 1Ov for almost all v ≤ ∞. such that we can write F as a product F (x) =
∏
v
Fv(xv) for

all x ∈ AK .

Let f ∈ C∞c (AK) be an Adelic Bruhat-Schwartz function, F is a bounded factorizable function

on AK , define L(s, f, F ) =
∫
IK
f(x)F (x)‖x‖sd∗x. Note that the integral converges for Re(s) >

1(since F is bounded, using the same argument as before). We say F is automorphic if F (xξ) =

F (ξx) = F (x), for ∀ξ ∈ K∗, x ∈ IK . Then if F is automorphic, F can be regarded as a function on

IK/K∗.

Proposition 6. IK/K∗ ' I1K/K∗ × R∗+

Proof. Note that IK ' I1K ·R∗+, which sends α to α1 · t̃, where t̃ = (1, · · · , 1, t1/n, · · · , t1/n) ∈ IK , t =

‖α‖ =
∏
v
|αv|v, α1 = α

‖α‖ . Let Φ : IK/K∗ → I1K/K∗×R∗+ be defined as Φ(ᾱ) = (ᾱ1, t), if α = α1 · t̃.

First, Φ is well-defined: if ᾱ = β̄, then α = β · ξ, for some ξ ∈ K∗. ⇒ t = ‖α‖ = ‖β · ξ‖ =

‖β‖ · ‖ξ‖ = ‖β‖, by product formula.⇒ α1 = α
‖α‖ = β·ξ

‖β‖ ⇒ ᾱ1 = β̄·ξ
‖β‖ = β̄1 ⇒ (ᾱ1, t) = (β̄1, t) ⇒

Φ(ᾱ) = Φ(β̄).

Second, Φ is injective: if (ᾱ1, t) = (β̄1, t), write β = β1 · s̃, then t = s, ᾱ1 = β̄1 ⇒ t =

s, α1 · β1−1 ∈ K∗ ⇒ αβ−1 = (α1t̃)(β1s̃)−1 = (α1β1−1
)(t̃s̃)−1 = (α1β1−1

) ∈ K∗ ⇒ ᾱ = β̄.

Next, Φ is surjective: take (ᾱ1, t) ∈ I1K/K∗ × R∗+, let α = α1 · t̃, then Φ(ᾱ) = (ᾱ1, t).

Finally, since Φ is obviously a homomorphism of abelian groups, and both Φ and Φ−1 are

continuous, we see that Φ is an isomorphism of locally compact abelian groups.

Lemma 7. Let G be a locally compact abelian group, Γ be a discrete subgroup of G, d∗x denotes

the Haar measure on G, then there exists a unique Haar measure d∗0x on the quotient group G/Γ,

such that
∫
G

f(x)d∗x =
∫
G/Γ

∑
γ∈Γ

f(xγ)d∗0x
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Proof. We write fΓ(x) =
∑
γ∈Γ

f(xγ) =
∫
Γ

f(xγ)dµΓ, where dµΓ is the Haar measure on Γ, since Γ

is discrete, one can see that up to a scalar, it is the counting measure on Γ. This is why the last

integral above is the same as the sum. Moreover, if x, y ∈ U , U compact, then

|fΓ(x)− fΓ(y)| = |
∫
Γ

f(xγ)− f(yγ)dµΓ| ≤ µΓ(Γ ∩ U−1K) sup
γ
|f(xγ − yγ)|.

where K = supp(f). Since f is continuous on a compact set, therefore uniformly continuous. This

shows that fΓ is continuous. It is easy to see that fΓ is left(right) Γ-invariant, so it defines a

continuous function f̄ on the quotient group G/Γ, such that f̄(xΓ) = fΓ(x). Let q : G → G/Γ be

the quotient map, then since f is supported on K, f̄ is supported on q(K). So f̄ ∈ Cc(G/Γ). Since

G is a locally compact abelian group, G/Γ is also locally compact, therefore there exist a unique

Haar measure(up to scalar) d∗0x on G/Γ. Let λ : Cc(G)→ C be a functional defined by

λ(f) =

∫
G/Γ

f̄d∗0x

This linear funtional is positive, i.e. if f ≥ 0, then λ(f) ≥ 0. By Riesz representation theory,

there is a regular Borel measure µG on G such that

λ(f) =

∫
G

fdµG

It is easy to check that this µG is left(right) invariant, so it is a Haar measure, therefore it is d∗x

multiplying by a scalar. Replace d∗0x by a scalar multiple of it in the beginning if necessary, without

loss of generality, we have

λ(f) =

∫
G

fd∗x.

Therefore we obtain ∫
G

fd∗x =

∫
G/Γ

f̄d∗0x =

∫
G/Γ

∑
γ∈Γ

f(xγ)d∗0x.

Theorem 8. Let F be a bounded automorphic factorizable function on IK , f ∈ C∞c (AK) be an

Adelic Bruhat-Schwartz function. Then L(s, f, F ) has a meromorphic continuation to {s ∈ C|Re(s) > 0},
with only simple pole at s = 1.

Proof. First we know for Re(s) > 1, the integral defining L(s, f, F ) converges absolutely, since F

37



is bounded. Moreover, by lemma 7,

L(s, f, F ) =

∫
IK

f(x)F (x)‖x‖sd∗x =

∫
IK/K∗

F (x)(
∑
ξ∈K∗

f(xξ))‖x‖sd∗0x,

where d∗0x is the unique Haar measure on IK/K∗ such that the formula works. Since IK/K∗ '
I1K/K∗ × R∗+ as locally compact groups. Let dx1 be the Haar measure on IK/K∗, d∗t = dt

t be the

Haar measure on R∗+. Through the isomorphism Φ in the above proposition, and by uniqueness

theorem of Haar measure on locally compact groups, we may identify d∗0x = dx1 · d∗t. Then

L(s, f, F ) =

∫
IK/K∗

F (x)(
∑
ξ∈K∗

f(xξ))‖x‖sd∗0x

=

∫ ∞
0

ts
∫

I1K/K∗

F (x1t̃)
∑
ξ∈K∗

f(x1t̃ξ)dx1 dt

t
= (1) + (2),

where

(1) =

∫ 1

0

ts
∫

I1K/K∗

F (x1t̃)
∑
ξ∈K∗

f(x1t̃ξ)dx1 dt

t

,

(2) =

∫ ∞
1

ts
∫

I1K/K∗

F (x1t̃)
∑
ξ∈K∗

f(x1t̃ξ)dx1 dt

t
,

here I1K = {x ∈ IK |‖x‖ = 1}, we write x = x1 · t̃ via the isomorphism in the above proposition.

(2) =

∫ ∞
1

ts
∫

I1K/K∗

F (x1t̃)
∑
ξ∈K∗

f(x1t̃ξ)dx1 dt

t
=

∫
{x∈IK |‖x‖≥1}

f(x)F (x)‖x‖sd∗x.

For σ1 ≥ σ2, we have∫
{x∈IK |‖x‖≥1}

|f(x)| · |F (x)|‖x‖σ1d∗x ≥
∫

{x∈IK |‖x‖≥1}

|f(x)| · |F (x)|‖x‖σ2d∗x.

Since we already know ∫
{x∈IK |‖x‖≥1}

f(x)F (x)‖x‖sd∗x

converges for Re(s) > 1, this implies that (2) converges for ∀s ∈ C.
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(1) =

∫ 1

0

ts
∫

IK/K∗

F (x1t̃)
∑
ξ∈K∗

f(x1t̃ξ)dx1 dt

t
,

make the substitution x 7→ x−1, t 7→ t−1, x1 7→ (x1)−1, we have

(1) =

∫ ∞
1

t−s
∫

IK/K∗

F ((x1)−1t̃−1)
∑
ξ∈K∗

f((x1)−1t̃−1ξ)dx1 dt

t

= −f(0)

∫ ∞
1

t−s
∫

IK/K∗

F ((x1)−1t̃−1)dx1 dt

t

+

∫ ∞
1

t−s
∫

IK/K∗

F ((x1)−1t̃−1)
∑
ξ∈K

f((x−1ξ)dx1 dt

t
. . . . . . (∗)

To continue, we need

Theorem A. Let f ∈ C∞c (AK) be an Adelic Bruhat-Schwartz function, dx be the Haar measure

on AK , then there exists constants CK , DK , NK , depending only on the number field K, such that

for any given x ∈ IK , we have

∑
ξ∈K

f(xξ) = CK‖x‖−1 ·
∫
AK

f(y)dy + g(‖x‖),

where |g(‖x‖)| ≤ DK‖x‖N , for ∀N ≥ NK .

Proof. See later.

By theorem A,we have

(∗) = −f(0)

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)dx1 dt

t

+

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)(CK · t
∫
AK

f(y)dy + g(t−1))dx1 dt

t

= −f(0)

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)dx1 dt

t

+

∫ ∞
1

t−s+1

∫
I1K/K∗

F ((x1)−1t̃−1)dx1(CK

∫
AK

f(y)dy)
dt

t
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+

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)g(t−1)dx1 dt

t

denote

(A) = −f(0)

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)dx1 dt

t
,

(B) =

∫ ∞
1

t−s+1

∫
I1K/K∗

F ((x1)−1t̃−1)dx1(CK

∫
AK

f(y)dy)
dt

t
,

(C) =

∫ ∞
1

t−s
∫

I1K/K∗

F ((x1)−1t̃−1)g(t−1)dx1 dt

t

.

For (A), since F is bounded, and I1K/K∗ is compact, there exists a constant C > 0, such that

|(A)| ≤ C ·
∫ ∞

1

t−σ
dt

t
= C · t

−σ

σ
|∞1 <∞,

if σ > 0, here σ = Re(s). Therefore, (A) converges for Re(s) > 0.

For (C), again since F is bounded, and I1K/K∗ is compact, and by theorem A, there exists a

constant C ′N such that

|(C)| ≤ C ′N
∫ ∞

1

t−σ · t−N dt
t

= C ′N

∫ ∞
1

t−(σ+N+1)dt = C ′N
1

−σ −N
t−σ−N |∞1 <∞

if σ +N > 0, i.e if N > −σ. Fix σ, we can choose N large enough such that N > max {−σ,NK}.
Then the desired estimate holds. Therefore (C) is converges for all s ∈ C.

Now we just need to work on (B). As F is factorizable, we can write F (x1t̃) = F0(x1)F+(t),

where F0 is a function on I1K/K∗, F is a function on R∗+. Since F is bounded, both F0 and F+ are

bounded.

Define

G(t) =
F+(t)− F+(0)

t

Assume F+ is right continuous and right differentiable at 0. Let G(0) = F ′+(0), F+(t) = tG(t) +

F+(0).

(B) =

∫ ∞
1

t−s+1

∫
I1K/K∗

F ((x1)−1t̃−1)dx1(CK

∫
AK

f(y)dy)
dt

t
,
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since CK
∫
AK

f(y)dy is a constant, let’s look at

∫ ∞
1

t−s+1

∫
I1K/K∗

F ((x1)−1t̃−1)dx1 dt

t
.

We have∫ ∞
1

t−s+1

∫
I1K/K∗

F ((x1)−1t̃−1)dx1 dt

t
=

∫ ∞
1

t−s+1(

∫
I1K/K∗

F0((x1)−1)dx1)F+(t−1)
dt

t

= c ·
∫ 1

0

ts−1F+(t)
dt

t
= c · (

∫ 1

0

ts−1F+(0)
dt

t
+

∫ 1

0

tsG(t)
dt

t
),

where

c =

∫
I1K/K∗

F0((x1)−1)dx1

is a constant. We claim that G is bounded near 0: Since by the assumption on F , F+(t) is right

continuous at 0, so F ′+(0) exists, F+(t) is right differentiable at 0, therefore G(t) is right continuous

at 0 and G(0) exists. This implies that there exists ε > 0, such that G(t) is bounded for ∀t ∈ [0, ε).

For t ∈ [ε, 1], note that F+(t) is bounded, so G(t) is also bounded on [ε, 1], therefore G(t) is bounded

on [0, 1].

This implies that

|
∫ 1

0

tsG(t
dt

t
)| ≤ C ′ ·

∫ 1

0

tσ−1dt = C ′
tσ

σ
|10 <∞,

if σ > 0. Therefore

(B) = c · CK
∫
AK

f(y)dy · (F+(0)
ts−1

s− 1
|10 +

∫ 1

0

tsG(t)
dt

t
)

converges for Re(s) = σ > 0, with only simple pole at s = 1, with residue

F+(0)CK ·
∫

I1K/K∗

F0(x1)dx1

∫
AK

f(y)dy.

This proves the theorem.

Recall

L(s, f, χ) =

∫
IK

f(x)χ(x)‖x‖sd∗x
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defines a holomorphic function for Re(s) > 1. A continuous character χ on IK/K∗ is called a

grossëncharacter. Applying theorem 8 to the case F = χ, we obtain the Analytic Continuation

of L-function defined by a grossëncharacter:

Theorem 9. L(s, f, χ) defines a holomorphic function for Re(s) > 1, for f ∈ C∞c ((A)K), an

Adelic Bruhat-Schwartz function, and χ : IK/K∗ → C1, a continuous character. L(s, f, χ) can be

extended to a meromorphic function on Re(s) > 0, with only simple pole at s = 1, with residue

CK

∫
AK

f(x)dx

∫
I1K/K∗

χ0(x1)dx1.

Here CK is a constant depending only on the number field K, χ = χ0 · χ∞, χ0 is a continuous

character on I1K/K∗ induced by χ.

Proof. It follows from theorem 8 immediately. We leave it to the reader to check that a grossëncharacter

χ satisfies the assumptions on F in theorem 8.

Now we prove theorem A.

We first reduce theorem A to a real-vector space case(theorem A’, see later), then we prove

theorem A’ to complete the proof of theorem A.

Proof. IK = I1K ·R∗+, we can write x = x1 · t̃, where t̃ = (1, · · · , 1, t 1
n , · · · , t 1

n ), t = ‖x‖. We need to

show ∑
ξ∈K

f(xt̃ξ) = CKt
−1

∫
AK

f(y)dµ(y) + g(t)

(Here to be clear, we write the Haar measure on AK as dµ(y)).

Let Lx1f(y) = f(x1y),∀y ∈ AK , then we need to show

∑
ξ∈K

Lx1f(t̃ξ) = CKt
−1

∫
AK

f(y)dµ(y) + g(t)

= CKt
−1

∫
AK

f(x1y)dµ(y) + g(t) = CKt
−1

∫
AK

Lx1f(y)dµ(y) + g(t).

The second equality follows from that∫
AK

f(x1y)dµ(y) =

∫
AK

f(u)dµ(x1−1
u) =

∫
AK

f(u)dµ(u),

since the Haar measure dµ(x1−1
u) = ‖x1−1‖dµ(u) = dµ(u). Thus, replace f by Lx1f if necessary,

we may assume f is a function on R∗+ ⊂ AK .
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Moreover, since f ∈ C∞c (AK), f is a finite linear combination of functions of the form f0 ⊗ f∞,

where f0 = ⊗′v<∞fv, fv ∈ Cc(Kv), locally constant and of compact support, fv = 1Ov for almost

all v. The sum on the left hand side is a finite sum since K is discrete in AK , and f is of compact

support. the right hand side is an integral, which is also linear in f . It follows that without loss of

generality, it suffices to show the desired equality for functions of the form f =
∏
v∈S

1xv+αv

∏
v/∈S

1Ov .

Using this f , the left hand side of the desired equality becomes∑
ξ∈K

f(t̃ξ) =
∑

ξ∈
∏
v∈S

(xv+αv)
∏
v/∈S

Ov

f∞(t̃ξ∞),

here we write ξ = (ξ, · · · , ξ) = (ξ0, ξ∞).

By strong approximation theorem, take the special place v0 =∞, we can find ξ′ ∈ K, such that

|ξ′|v ≤ 1,∀v /∈ S; ξ′ ≡ xv(mod αv),∀v ∈ S.

Then∑
ξ∈K

f(t̃ξ) =
∑

ξ∈
∏
v∈S

(xv+αv)
∏
v/∈S

Ov

f∞(t̃ξ∞) =
∑

ξ−ξ′∈(
∏
v∈S

αv
∏
v/∈S

Ov)∩K

f∞(t̃ξ∞) =
∑

ξ−ξ′∈α

f∞(t̃ξ∞).

Here α = (
∏
v∈S

αv
∏
v/∈S

Ov) ∩ K, a fractional ideal of K. Since each αv is generated by some πmvv

(since it is principal), multiply by c =
∏
v∈S

πmvv for those v ∈ S, such that mv < 0. Then cα ⊂ OK .

Since OK is a free Z module of rank n, so is α.

Let V = K ⊗ R ' ⊕v|∞Kv. V is a free R module of rank n. Therefore V ' Rn as R modules.

So α is a lattice in V , and V/α ' ⊕ni=1(R/Z) ' (S1)n is compact.

The right hand side of the desired equation becomes

CKt
−1

∫
AK

f(y)dµ(y) + g(t) = CKt
−1
∏
v∈S

µv(xv + αv) ·
∏
v/∈S

µv(Ov)

∫
A∞

f∞(y)dµ∞(y) + g(t)

= CKt
−1
∏
v∈S

µv(αv) ·
∏
v/∈S

µv(Ov)

∫
A∞

f∞(y)dµ∞(y) + g(t)

= CKt
−1
∏
v∈S

µv(Ov)

Nv(αv)

∏
v/∈S

µv(Ov)

∫
A∞

f∞(y)dµ∞(y) + g(t)

= CKt
−1 1

NK/Q(α)

∫
A∞

f∞(y)dµ∞(y) + g(t)
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= CKt
−1 1

V ol(V/α)

∫
A∞

f∞(y)dµ∞(y) + g(t)

= CKt
−1 1

V ol(V/α)

∫
V

f∞(y)dµ∞(y) + g(t)

here Nv(·) is the local norm at v, NK/Q(·) is the global norm from K to Q. Also note that

V ol(V/α) = 2−r2D1/2
K/QNK/Q(α), r2 is the number of imbeddings from K to C, DK/Q is the dis-

criminant. A∞ =
∏
v|∞

Kv ' K ⊗Q R ' V .

Therefore it suffices to show that∑
ξ−ξ′∈α

f∞(t̃ξ∞) = CKt
−1 1

V ol(V/α)

∫
V

f∞(y)dµ∞(y) + g(t)

Let λ = ξ − ξ′, we obtain

∑
λ∈α

f∞(t̃ξ′ + t̃λ) = CKt
−1 1

V ol(V/α)

∫
V

f∞(y)dµ∞(y) + g(t)

Let Tt̃ξ′f∞(y) = f∞(t̃ξ′ + y),∀y ∈ V , the desired equation becomes

∑
λ∈α

Tt̃ξ′f∞(t̃λ) = CKt
−1 1

V ol(V/α)

∫
AK

f∞(y)dµ∞(y) + g(t)

= CKt
−1 1

V ol(V/α)

∫
AK

Tt̃ξ′f∞(y)dµ∞(y) + g(t),

by the left invariance of Haar measure. Replace Tt̃ξ′f∞ by f∞ if necessary. Write f instead of

f∞, f is then a function on V , a real vector space. Since now f is a function of t, we may write

t instead of t̃. Then we have reduced the original equation to the case in a real vector space. It

suffices to show the following result to complete the proof of theorem A.

Theorem A’. Let V be an n-dimensional R vector space, L a lattice in V , with V/L compact.

Given f ∈ C∞c (V ), then we have

∑
λ∈L

f(tλ) = CKt
−n 1

V ol(V/L)

∫
V

f(x)dx+ g(t),

|g(t)| ≤ CKtN , for ∀t > 0,∀N ≥ NK , where CK , DK , NK are constants depending only on V .

Proof. In order to prove theorem A’, we need some preparations:
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First, let’s introduce some background of Fourier analysis on a real vector space.

Let V , L be as in theorem A’. Let B be a symmetric non-degenerate bilinear form on V . Let

L∗ = {η ∈ V |B(ξ, η) ∈ Z,∀ξ ∈ L} be the dual lattice of L.

For F ∈ C∞c (V/L), define the Fourier transform of F by

F̂ (η) =
1

V ol(V/L)

∫
V/L

F (v)e−2πiB(v,η)dv

Note that the integral on the right hand side only depends on the equivalent class of v in V/L.

For if v′ = v + λ, λ ∈ L, e−2πiB(v+λ,η) = e−2πiB(v,η) · e−2πiB(v,η) = e−2πiB(v,η), since λ ∈ L, η ∈ L∗

implies e−2πiB(λ,η) = 1. So the integral is well-defined.

Next, we have

Lemma 10. Given a polynomial P ∈ R[x1, · · · , xn], there exists a linear differential operator D
with constant coefficients, such that

D̂F (ξ) = P (ξ) · F̂ (ξ),

for ∀F ∈ C∞(V/L),∀ξ ∈ V

Proof. Let {e1, · · · , en} be a Z-basis for L, {e∗1, · · · , e∗n} be the dual basis of {e1, · · · , en} for the dual

lattice L∗. Then for x ∈ V , we can write x = x1e1+· · ·+xnen, for ξ ∈ L∗, write ξ = ξ1e
∗
1+· · ·+ξne∗n.

Moreover, B(e1, e
∗
j ) = δij here

δij =

1, if i = j

0, if i 6= j
(1)

is the Kronecker function.

For ξ ∈ L∗, using integral by parts, we have

∂̂F

∂x1
(ξ) =

1

V ol(V/L)
·
∫ 1

0

· · ·
∫ 1

0

∂F

∂x1
(x1, · · · , xn)e−2π

√
−1

∑
ξixidx1 · · · dxn

=
−2π
√
−1ξ1

V ol(V/L)

∫ 1

0

· · ·
∫ 1

0

F (x1, · · · , xn)e−2π
√
−1

∑
ξixidx1 · · · dxn =

−2π
√
−1ξ1

V ol(V/L)
F̂ (ξ).

Inductively, we have r = (r1, · · · , rn), |r| =
n∑
i=1

ri,

∂̂rF

∂xr11 · · · ∂x
rn
n

= (
−2π
√
−1

V ol(V/L)
)|r| · ξr11 · · · ξrnn F̂ (ξ)
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Since polynomials are linear combinations of monomials, the lemma follows in general.

Corollary 11. Given P , V , and F ∈ C∞(V/L) as in the above lemma, there exists a constant

c > 0, such that

|P (ξ)F̂ (ξ)| < c,

for ∀ξ ∈ V .

Proof. By the above lemma, |P (ξ)F̂ (ξ)| = |D̂F (ξ)| for some differential operator D with constant

coefficients. Since F ∈ C∞(V/L), DF ∈ C∞(V/L), V/L is compact, so |D̂F (ξ)| ≤ c for some

constant c.

Proposition 12. (Fourier Inversion Formula).

F (v) =
∑
η∈L∗

F̂ (η)e−2πiB(v,η)

.

The sum converges absolutely and uniformly on compact sets.

Proof. F̂ (η) < c
|P (η)| , by the above corollary. Take P (ξ) = (ξ2

1 + · · ·+ ξ2
n)k.

|
∑
η∈L∗

F̂ (η)e−2πiB(v,η)| <
∑

06=ξ∈L∗

c

(ξ2
1 + · · ·+ ξ2

n)k
.

It is easy to see when k is large, we get that the sum converges absolutely and uniformly on compact

sets, by Weirestrass M-test.

Let G(v) =
∑
η∈L∗

F̂ (η)ewπiB(v,η), then

Ĝ(η) =
∑
ξ∈L∗

1

V ol(V/L)

∫
V/L

F̂ (η)e2πi(B(ξ,v)−B(η,v))dv

=
∑
ξ∈L∗

1

V ol(V/L)

∫
V/L

F̂ (η)e2πiB(ξ−η,v)dv = F̂ (η),

this is because v 7→ e2πiB(ξ−η,v) is a character of V ' Rn. Let G be a locally compact topological

group, if χ 6= 1 is a continuous character of G, take g0 such that χ(g0) 6= 1, then

I =

∫
G

χ(g)dg =

∫
G

χ(gg0)dg = χ(g0)

∫
G

χ(g)dg = χ(g0) · I,
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therefore I = 0. Indeed,

I =

∫
G

χ(g)dg =

µ(G), if χ = 1

0, if χ 6= 1
(2)

So we have ̂(G− F )(η) = 0,∀η ∈ L∗

A Fourier Polynomial is a finite linear combination of exponential functions, by Stone-

Weirestrass theorem, the *-algebra generated by Fourier polynomials is dense in the space of C-

valued continuous functions(We will discuss this explicitly in the next chapter, the reader could

admit this result here).

Let H be a Fourier polynomial, since ̂(G− F ) = 0, we have
∫
V/L

(G− F )H(v)dv = 0,∀H. Take

a sequence of fourier polynomials Hn with limit ¯G− F , we obtain∫
V/L

(G− F )(v)(G− F )(v)dv = 0,

i.e.
∫
V/L

|G− F |2dv = 0, so G = F a.e.

By the Fourier inversion formula, we have F (0) =
∑
η∈L∗

F̂ (η). If f ∈ C∞c (V ), let F (v) =∑
ξ∈L

f(v+ ξ). Then since f is of compact support and L is discrete in V , the sum on the right hand

side is finite, this implies F (v) ∈ C∞(V/L). And then
∑
ξ∈L

f(ξ) = F (0) =
∑
η∈L∗

F̂ (η).

Let H(v) = f(v)e−2πiB(v,η), then

V ol(V/L)F̂ (η) =

∫
V/L

∑
ξ∈L

f(v + ξ)e−2πiB(v+ξ,η)dv

=

∫
V/L

∑
ξ∈L

H(v + ξ)dv =

∫
V

H(v)dv =

∫
V

f(v)e−2πiB(v,η)dv

Define

(Ff)(η) =

∫
V

f(v)e−2πiB(v,η)dv,

we obtain the

Proposition 13.(Poisson Summation Formula). Let f ∈ C∞c (V ), then

∑
ξ∈L

f(ξ) =
1

V ol(V/L)

∑
η∈L∗

(Ff)(η)
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We use this to prove theorem A’: Denote ft(x) = f(tx), t ∈ R∗+. Fix t, then we have

∑
ξ∈L

ft(ξ) =
1

V ol(V/L)

∑
η∈L∗

(Fft)(η)

=
1

V ol(V/L)
t−n

∑
η∈L∗

(Ff)(t−1η)

=
t−n

V ol(V/L)
(

∫
V

f(v)dv +
∑

06=η∈L∗
(Ff)(t−1η))

Then recall ∑
ξ∈L

ft(ξ) =
t−n

V ol(V/L)

∑
η∈L∗

(Ff)(t−1η)

=
t−n

V ol(V/L)

∫
V

f(v)dv +
∑

06=η∈L∗
(Ff)(t−1η)

Let P (η) = (η2
1 + · · · η2

n)k, k ∈ N, ηi ∈ Z, the coordinates of η with respect to a Z-basis of L∗.

Let

g(t) =
t−n

V ol(V/L)

∑
06=η∈L∗

(Ff)(t−1η),

then

|g(t)| ≤ ct−n

V ol(V/L)

∑
06=η∈L∗

1

|P (t−1η)|
=

c′t2k−n

V ol(V/L)

∑
06=η∈L∗

1

|P (η)|
,

for some constant c′. Denote c′

V ol(V/L)

∑
06=η∈L∗

1
|P (η)| as DK , set N = 2k−n,it’s clear that they both

depend only on V , we have |g(t)| ≤ DK · tN . This completes the proof of theorem A’.

2.3 Non-vanishing property of L-function at 1, Dirichlet’s theorem

Recall for f ∈ C∞c (AK) an Adelic Bruhat-Schwartz function, we defined the L-function

L(s, f, χ) =

∫
IK

f(x)χ)(x)‖x‖sd∗x =
∏

v|∞,v∈S1

L(s, fv, χv)
∏
v/∈S1

(1− χv(πv)q−sv )−1

=
∏
v∈S

L(s, fv, χv)LK(s, χ),
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here S = S1∪{v|∞} , S1 =
{
v <∞|fv = 1Ov , χv|O∗v = 1, ∀v /∈ S1

}
, LK(s, χ) =

∏
v/∈S1

(1−χv(πv)q−sv )−1.

Note that
∏
v∈S

L(s, fv, χv) is an entire function, since if v ∈ S1, without loss of generality, we may

assume fv = 1a+pmvv , then

L(s, fv, χv) =

∫
K∗v

fv(x)χv(x)|x|svd∗xv =

∫
a+pmvv

χv(x)|x|svd∗xv

= q−smvv

∫
a+pmvv

χv(x)d∗xv = cv · q−smvv ,

where cv =
∫

a+pmvv

χv(x)d∗xv, therefore each L(s, fv, χv), v ∈ S1 is holomorphic.

For v|∞, fv is of compact support, say supp(fv) = Cv, then

|L(s, fv, χv)| ≤
∫
Cv

|x|σ dx
x
<∞, ∀σ ∈ R,

since |x|σ is a continuous function of x and Cv ⊂ R∗ or C∗ is compact. Therefore each L(s, fv, χv), v|∞
is holomorphic.

By theorem 3’ in the last section, L(s, f, χ), where χ : IK/K∗ 7→ C1 a continuous character,

defines a holomorphic function for Re(s) > 1, and has a meromorphic continuation to the right half

plane, with only simple pole at s = 1. Moreprecisely,

L(s, f, χ) = F (s, f, χ) + E(s, f, χ) +

CK
∫
AK

f(x)dx
∫

I1K/K∗
χ0(x1)dx1

s− 1
,

here χ = χ0 ·χ∞, χ0 is a continuous character of I1K/K∗ induced by χ, χ∞ is a continuous character

of R∗+ induced by χ. F (s, f, χ) is entire, E(s, f, χ) is holomorphic on {s ∈ C|Re(s) > 0}
Assume χ|R∗+ = 1, we have

Proposition 14. (1), if χ 6= 1, lim
s→1

(s − 1)LK(s, χ) = 0; (2), if χ = 1, lim
s→1

(s − 1)LK(s, χ) =

CK,χ · V ol(I1K/K∗)
∫
AK

f(x)dx, where CK,χ is a constant depending on K and χ.

Proof. Since
∏
v∈S

L(s, fv, χv) is an entire function,

lim
s→1

∏
v∈S

L(s, fv, χv) =
∏
v∈S

L(1, fv, χv),

call it C0. Then

lim
s→1

(s− 1)L(s, f, χ) = C0 · lim
s→1

(s− 1)LK(s, χ)
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=


C0 · CK

∫
AK

f(x)dx · V ol(I1K/K∗), ifχ0 = 1 (⇔ χ = 1);

0, ifχ0 6= 1 (⇔ χ 6= 1).

(3)

Theorem 15(Hadamard) Non vanishing property of LK(s, χ) at s=1. Let χ be a grossëncharacter

of the number field K, trivial on R∗+. Suppose χ|I1K 6= 1. Then LK(1, χ) 6= 0.

Proof. Case 1. Suppose χ2 6= 1.

Then for σ > 1,

L(σ, χ) = exp(
∑
v/∈S

∑
m≥1

χv(πv)
m

mqmσv
),

let f(s) = LK(s, 1)3 · LK(s, χ)4 · LK(s, χ2). Since χv(πv) ∈ C1, χv(πv) = eiθv , then

|f(σ)|2 = exp(
∑
v/∈S

∑
m≥1

2(3 + 4 cos(mθv) + cos(2mθv))

mqmσv
)

= exp(
∑
v/∈S

∑
m≥1

2(cos θv + 1)2

mqmσv
) ≥ 1,

since (cos θv + 1)2 ≥ 0. Suppose LK(1, χ) = 0, ∵ χ2 6= 1, by the above proposition,

lim
s→1

(s− 1)LK(s, χ2) = 0

(then 1 is not a pole of LK(s, χ2), ∴ LK(1, χ2) 6=∞ On the other hand, however, LK(s, χ)4 has a

zero of order 4 at s = 1, LK(s, 1)3 has a pole of order 3 at s = 1. ⇒ lim
σ→1
|f(σ)| = 0. But |f(σ)| ≥ 1,

a contradiction.

Case 2. Suppose χ2 = 1. First we make some notations. Let a be an integral ideal of the

number field K. S is a finite set of places of K, and (a, S) = 1 means: if p|a, then p /∈ S. Suppose

χ is unramified outside S.

Now Let S = S1 ∪ {v|∞} as before. If a =
∏
v
pevv , pv /∈ S, ⇒ χ(a) =

∏
v
χv(εvπ

ev
v ) =∏

v
χv(πv)χv(π

ev
v ) =

∏
v
χv(πv)

ev , N(a) =
∏
v
N(pevv ) =

∏
v
qevv . Here N is the norm map. More-

over, if p ∈ S, p|a, let χ(a) = 0. Then

LK(s, χ) =
∏
v/∈S

(1− χv(πv)q−sv )−1 =
∑

a integral

χ(a)

N(a)s
.

Now
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LK(s, 1) · LK(s, χ) =
∑

a integral

N(a)−s
∑

b integral

χ(b)N(b)−s

=
∑

a,b integral

χ(b)N(ab)−s =
∑

c integral

(
∑
b|c

χ(b)N(c))−s

Note that ∑
b|c

χ(b) =
∏
p|c

(1 + χ(p) + · · ·+ χ(p)ep),

here c =
∏

pep . Since χ2 = 1, ⇒ χ(p) = ±1.

If χ(p) = −1,

1 + χ(p) + · · ·+ χ(p)ep =
1− χ(p)ep+1

1− χ(p)
=

1, if ep is even;

0, if ep is odd.
(4)

If χ(p) = 1, we see that 1+χ(p)+ · · ·+χ(p)ep ≥ 1. So if c is even, i.e. if c = c′
2
, for some c′ integral

ideal of K, then all
∑
b|c
χ(b) ≥ 1,

⇒ LK(s, 1) · LK(s, χ) =
∑

c integral

(
∑
b|c

χ(b))N(c)−s =
∑

c even

ac ·N(c)−s + g(s),

with ac ≥ 1, g(s) =
∑

c not even
(
∑
b|c
χ(b))N(c)−s. Also note that g(σ) ≥ 0 if σ ≥ 1.

To proceed, we need

Lemma 16(Landau). Suppose f(s) =
∑
n≥1

ann
−s converges when Re(s) > 0, with an ≥ 0. Assume

that f(s) extends to a holomorphic function at σ0. Then there exists σ1 > 0, such that f(s) =∑
n≥1

ann
−s converges for Re(s) > σ0 − σ1.

Proof. replace s by s− σ0 if necessary, we may assume σ0 = 0. For δ > 0, 0 < σ < δ,

f(σ) =
∑
n≥1

ann
−σ =

∑
n≥1

ane
−δ logn =

∑
n≥1

ane
−(σ−δ) logn · e−δ logn

=
∑
n≥1

ane
−δ logn ·

∑
v≥0

(δ − σ)v

v!
(log n)v,

Note that δ − σ > 0, an ≥ 0, e−(σ−δ) logn > 0, thus all terms in the sum are non-negative and

f(σ) <∞ by assumption. By Fubini’s theorem,
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f(σ) =
∑
v≥0

(−1)v

v!
(
∑
n≥1

an(log n)ve−δ logn)(σ − δ)v

It is the Taylor expansion of f(σ) at δ, which converges for 0 < σ < δ. Therefore the radius

of convergence is at least δ, i.e. the series converges for 0 < |σ − δ| < δ, i.e. it converges for

0 < σ < 2δ. And it extends to a holomorphic function at s = σ0 = 0(being holomorphic at 0 means

being holomorphic in a neighborhood of 0), which means the series converges for −ε < σ < 2δ + ε

by the general theory of Taylor series.

Now since we know LK(s, 1)LK(s, χ) converges for Re(s) > 1, and LK(s, 1) extends to a mero-

morphic function on Re(s) > 0, with only simple pole at s = 1, we can write

LK(s, 1) =
c

s− 1
+ F (s),

c is a constant and F is a holomorphic function on Re(s) > 0. And since χ 6= 1,we also have

LK(s, χ) extends to a holomorphic function on Re(s) > 0.

Suppose LK(1, χ) = 0, then LK(s, χ) has a zero at s = 1 with order at least 1. Therefore

LK(s, 1)LK(s, χ) extends to a holomorphic function on Re(s) > 0, thus on Re(s) > 1/3.

Apply Landau’s lemma to σ0 = 1, we see that LK(s, 1)LK(s, χ) converges absolutely up to

Re(s) > 1/3.

On the other hand, LK(s, 1)LK(s, χ) =
∑

c even
ac ·N(c)−s + g(s). Note that

∑
c even

ac ·N(c)−σ ≥
∑

c′ integral

N(c′)−2σ,

and
∑

c′ integral

N(c′)−2σ has a pole at σ = 1/2, since LK(s, 1) has a pole at s = 1. This implies that

LK(s, 1)LK(s, χ) has a pole at s = 1/2, a contradiction. We conclude that LK(1, χ) 6= 0.

Corollary 17. Let χ = ⊗′vχv be a grossëncharacter of a given number field K. S ⊃ S1 ∪ {v|∞}
be a finite set of places such that χv is unramified outside S. Then

(1). lim
σ→1+

∑
v/∈S

q−σv

ln 1
σ−1

= 1,

(2).If χ 6= 1 on I1K , then lim
σ→1+

∑
v/∈S

χv(πv)q
−σ
v exists.
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Proof. Recall that for Re(s) > 1, similar to the previous argument, we have

LSK(s, χ) = exp(
∑
v/∈S

χv(πv)q
−s
v )exp(g0(s, χ)),

where g0(s, χ) is holomorphic on Re(s) > 1/2. ⇒ LSK(σ, 1) > 0 if σ > 0( Take χ = 1 ), ⇒
lim
σ→1+

(σ− 1)LSK(σ, 1) = κ > 0 ( since L(s, f, 1) =
∏
v∈S

L(s, fv, 1v) ·LSK(s, 1) has simple pole at s = 1,

and
∏
v∈S

L(s, fv, 1v) is holomorphic for all s ∈ C by previous theorem, ⇒ LSK(s, 1) has simple pole

at s = 1 ), then

lim
σ→1+

ln(σ − 1) + lim
σ→1+

ln(LSK(σ, 1)) = lim
σ→1+

lnκ

⇒ ln(LSK(σ, 1))

ln( 1
σ−1 )

→ 1 +
lnκ

ln( 1
σ−1 )

→ 1, as σ → 1+.

⇒

∑
v/∈S

q−σv

ln( 1
σ−1 )

+
g0(σ, 1)

ln( 1
σ−1 )

→ 1, as σ → 1+.

Since g0(s, χ) is holomorphic for Re(s) > 1/2, lim
σ→1+

g0(σ, 1) exists. Therefore

lim
σ→1+

∑
v/∈S

q−σv

ln( 1
σ−1 )

= 1

This proves (1).

For (2), note that ln(LSK(s, χ)) =
∑
v/∈S

χv(πv)q
−s
v + g0(s, χ), lim

σ→1+
g0(σ, 1) exists, it suffices to

show that lim
σ→1+

LSK(σ, χ) exist. But by previous theorem, saying that LK(s, χ) defined by a non-

trivial grossëncharacter χ does not vanish at s = 1, and note that the same proof also works for

LSK(1, χ). We have LSK(1, χ) 6= 0 for χ 6= 1, ⇒ lim
σ→1+

lnLSK(σ, χ) exists. This proves (2).

For the rest part of this section, we use the non-vanishing property of LK(s, χ) at s = 1 to

show the famous Dirchlet theorem, which states that there are infinitely many prime numbers of

the form an+ b, n ∈ N, where a and b are coprime.

Suppose v is an unramified place of the number field K(i.e. the ramification index ev =

e(Kv/Qp) = 1), here v|p. If we also have the corresponding inertial degree fv = f(Kv/Qp) = 1, we

call such a place is of absolute degree 1. Note that for an absolutely degree 1 place v, we have

Kv = Qp since [Kv : Qp] = ev · fv = 1.

Theorem 18. Let χ be a grossëncharacter on IK , assume χ|R∗+ = 1, S ⊃ S1 ∪ {v|∞} be a finite
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set of places such that χv is unramified outside S we have

lim
σ→1+

∑
v/∈S,abdeg(v)=1

χv(πv)q
−σ
v

ln 1
σ−1

=

1, if χ = 1;

0, if χ 6= 1.
(5)

Proof. Recall that by the previous corollary, lim
σ→1+

∑
v/∈S

q−σv

ln 1
σ−1

= 1; And if χ 6= 1, then lim
σ→1+

∑
v/∈S

χv(πv)q
−σ
v

exists. So it suffices to show that for v /∈ S and of absolute degree > 1,

|
∑

v/∈S, abdeg(v)>1

χv(πv)q
−s
v | <∞, as Re(s) = σ → 1+

So without loss of generality, we may assume χ = 1, then

∑
v/∈S, abdeg(v)>1

q−σv ≤ [K : Q] ·
∑
p

∑
m≥2

p−mσ

= [K : Q] ·
∑
p

p−2σ

1− p−σ
≤ [K : Q] ·

∑
p

p−2σ · 1

1− 2−σ
<∞

Given a place v of K, to simplify the notation, let πv = (1, · · · , 1, πv, 1, · · · , 1) ∈ IK , t̃ =

(1, · · · , 1, t 1
n , · · · , t 1

n ) ∈ R∗+, where t = |πv|v. Then ‖πv‖ = |πv|v = t, πv
|πv|v = πv t̃

−1 ∈ I1K . Assume

χ|R∗+ = 1, ⇒ χ(πv) = χ( πv
|πv|v ).

A Fourier Polynomial is a function on I1K of the form f = a1χ1 + · · ·+ arχr, where

χi : I1K/K∗ → C1, i = 1, 2, · · · , r

are continuous characters on I1K/K∗. Specifically, let χ1 = 1.

Define

D(f) = lim
σ→1+

∑
v/∈S, abdeg(v)=1

f(πv)q
−σ
v

ln 1
σ−1

,

the limit exists by previous theorem, and it’s easy to see that D(f) = a1. Moreover, we have∫
I1K/K∗

f(x)d∗x = a1, by orthogonality. Therefore we have

∫
I1K/K∗

f(x)d∗x = D(f) = lim
σ→1+

∑
v/∈S, abdeg(v)=1

f(πv)q
−σ
v

ln 1
σ−1
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Lemma 19. The limit

lim
σ→1+

∑
v/∈S, abdeg(v)=1

f(πv)q
−σ
v

ln 1
σ−1

exists for any continuous function f on I1K/K∗, and it equals
∫

I1K/K∗
f(x)d∗x.

Proof. The proof is essentially the

Theorem 20(Stone-Weirestrass) (1). Let X be a compact Hausdorff space and let S be a

subset of C(X,C), the space of complex-valued continuous functions on X, which separate points.

Then the complex unital *-algebra generated by S is dense in C(X,C).(Here separate points means

if x 6= y, x, y ∈ X, then there exists some f ∈ S, such that f(x) 6= f(y). And in our case f∗ = f̄ ,

the complex conjugation.)

Now let G = I1K/K∗, then as we know, G is compact. Let

S =
{
χ : I1K/K∗ → C|χ is a continuous homomorphism

}
We see that 1 ∈ S and the *-algebra generated by S is F , the space of Fourier polynomials. Note

that if χ1, χ2 ∈ S, we have χ1 · χ2 ∈ S, and (χ1 · χ2)∗ = χ1 · χ2 = χ̄2 · χ̄1 = χ∗2 · χ∗1. Therefore, if

f1 and f2 are Fourier polynomials, f1 · f2 is also a Fourier polynomial.

To see S separates points on G, let x, y ∈ G, x 6= y. Then z = xy−1 6= 1, and z ∈ G since

G is a group. Suppose ∀χ ∈ S, χ(z) = χ(xy−1) = 1, by Pontryajin duality, G ' ˆ̂
G, it is an

isomorphism of locally compact groups. Suppose the isomorphism is given by the map z 7→ φz, and

then φz(χ) = χ(z). Now if χ(z) = 1 for all χ ∈ S, φz(χ) = χ(z) = 1, for all χ ∈ Ĝ. ⇒ φz = 1, but

z 6= 1, contradicting the Pontryajin duality. Therefore there exists a χ ∈ S, such that χ(z) 6= 1,

i.e. χ(xy) = χ(x)χ(y)−1 6= 1, i.e. there exists a χ ∈ S, such that χ(x) 6= χ(y). S separates

points. Thus F is dense in C(X,C), by Stone-Weirestrass theorem. This means that for ∀ε > 0,

and ∀f ∈ C(X,C), there exists some g ∈ F , such that ‖g − f‖∞ < ε, then |f(x) − g(x)| < ε, for

∀x ∈ I1K/K∗.
Let T be a finite set of places, everything unramified, let h = f − g, we have∑

v∈T,abdeg(v)=1

f(πv)q
−σ
v =

∑
v∈T,abdeg(v)=1

g(πv)q
−σ
v +

∑
v∈T,abdeg(v)=1

h(πv)q
−σ
v ,

Let

D(f, σ) =

∑
v∈T,abdeg(v)=1

f(πv)q
−σ
v

ln 1
σ−1

,
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R(T, σ) =
∑

v∈T,abdeg(v)=1

h(πv)q
−σ
v ,

then |R(T, σ)| < ε ·
∑

v∈T,abdeg(v)=1

q−σv , and we have

D(f, σ) = D(g, σ) +
R(T, σ)

ln 1
σ−1

,

we know

|R(T, σ)

ln 1
σ−1

| < ε ·

∑
v∈T,abdeg(v)=1

q−σv

ln 1
σ−1

≤ 2ε.

Let D(f) = lim
σ→1+

D(f, σ), then if we choose σ → 1+ be close enough, say σ − 1 < δ, we have

|D(f, σ)−D(g)| ≤ |D(f, σ)−D(g, σ)|+ |D(g, σ)−D(g)| < 2ε+ ε = 3ε,

Also note that

|
∫

I1K/K∗

f(x)d∗x−
∫

I1K/K∗

g(x)d∗x| < ε ·
∫

I1K/K∗

d∗x = ε.

So we have

|D(f, σ)−
∫

I1K/K∗

f(x)d∗x| < 4ε, if σ − 1 < δ

Corollary 21. Let S ⊃ {v|∞} be a finite set of places of a number field K, then the image of{
πv
|πv|v |v /∈ S

}
is dense in I1K/K∗.

Proof. Let C be the closure of the image as stated. Suppose C 6= I1K/K∗, then the complement of

C in I1K/K∗, call it V , is open. Since I1K/K∗ is compact and Hausdorff, therefore normal. So we

can find a compact subset K ⊂ V , and d∗x(K) > 0 since d∗x is a Haar measure.

By Urysohn’s lemma, there exists f ∈ C(I1K/K∗), such that f |K = 1,and suppf ⊂ V . Then∫
I1K/K∗

f(x)d∗x = d∗x(K) > 0.

On the other hand, since Fourier polynomials are dense in C(K), we can find a sequence of Fourier

polynomials gn on K such that gn → f . Now note that supp(gn) ⊂ K ⊂ V = I1K/K∗−
{

πv
|πv|v|v/∈S

}
,
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so ∫
I1K/K∗

gn(x)d∗x = lim
σ→1+

∑
v/∈S,abdeg(v)=1

gn(πv)q
−σ
v

ln 1
σ−1

= 0,

since gnπv = 0 for v /∈ S, abdeg(v) = 1. But this implies that∫
I1K/K∗

f(x)d∗x = lim
σ→1+

∫
I1K/K∗

gn(x)d∗x = 0,

a contradiction.

Corollary 22. If φ : I1K/K∗ � G is a surjective continuous homomorphism of topological groups,

where G is a finite group with discrete topology. Then there are infinitely many v for which πv
|πv|v

goes to any fixed element.(i.e. the fibre of φ over any element in G is infinite)

Proof. suppose φ−1({x}) is finite. Since φ−1({x}) is open and
{

πv
|πv|v |v /∈ S

}
is dense in I1K/K∗.

Then there is an open set in I1K/K∗ which contains only finitely many πv
|πv|v in it. A contradiction,

since I1K/K∗ is a metric space. (Simply take balls of radius 1
n contained in the open set, by density

we can find infinitely many such πv
|πv|v .)

Lemma 23.

IQ = Q∗ ·
∏
p

Z∗p · R∗+

Proof. Let x = (xp)p ∈ IQ, let n =
∏
p<∞

pordpxp , then ñ = (n, · · · , n) ∈ Q∗ and thus (ñ)−1x ∈ U ·R∗,

where U =
∏
p<∞

Z∗p. Let the last coordinate be the place of infinity, note that (1, · · · , 1,−1) =

(−1, · · · ,−1)·(−1, · · · ,−1, 1), (−1, · · · ,−1) ∈ Q∗, (−1, · · · ,−1, 1) ∈ U , so multiply by (1, · · · , 1,−1)

if necessary, we obtain (ñ)−1x ∈ U · R∗+, i.e. x ∈ Q∗ ·
∏
p
Z∗p · R∗+. The lemma follows.

Next, we prove the famous

Theorem 24(Dirichlet). Suppose a and m are integers, (a,m) = 1, then there are infinitely many

prime numbers p such that p ≡ a( mod m)

Proof. We have I1Q = Q∗ · U , then it is easy to see

I1Q/Q∗ = (Q∗ · U)/Q∗ ' U/(Q∗ ∩ U) ' U,

as topological groups, let

Um =
∏
p-m

Z∗p ·
∏
p|m

(1 + pordp(m))
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the map

I1Q/Q∗ ' U → U/Um '
∏
p|m

Z∗p/(1 + pordp(m)) ' (Z/mZ)∗

(the last isomorphism follows from Chinese Remainder Theorem) is continuous, since Um is open

in U , and surjective. So by the previous corollary, the fiber of any element in (Z/mZ)∗ is infinite.

Let p−1
Q = (1, · · · , 1, p−1, 1, · · · , 1) = (p, · · · , p, 1, p, · · · , p, 1) · (p−1, · · · , p−1) · (1, · · · , 1, p) ∈ IQ.

Note that

(p, · · · , p, 1, p, · · · , p, 1) ∈ U, (p−1, · · · , p−1) ∈ Q∗, (1, · · · , 1, p) ∈ R∗+.

So the image of p−1
Q in I1Q/Q∗ ' U is (p, · · · , p, 1, p, · · · , p, 1). Since the isomorphism Z∗p/(1+prZp)→

(Z/prZ)∗ is given by x · (1 + prZp) 7→ x mod prZ, we can see that for q 6= p, the image of

(p, · · · , p, 1, p, · · · , p) in (Z/qordq(m)Z)∗ is the conjugacy class p mod qordq(m)Z; for q = p, the image

of (p, · · · , p, 1, p, · · · , p) in (Z/pordp(m)Z)∗ is the conjugacy class 0 mod pordp(m)Z. So we can see

that the image of (p, · · · , p, 1, p, · · · , p) in (Z/mZ)∗ is the conjugacy class p mod m, by Chinese

Remainder Theorem. Therefore by the argument in the first paragraph of the proof, if we have

(a,m) = 1, there are infinitely many prime numbers p such that the image of (p, · · · , p, 1, p, · · · , p)
goes to a mod m. i.e. there are infinitely many primes p such that p ≡ a( mod m), if (a,m) = 1.

2.4 The first inequality.

Theorem 25(the first inequlity). Let L/K be a Galois extension of number fields, then

h = [I1K : NL/K(I1K)K∗] ≤ [L : K] = n

Proof. Let

SL = {ω place of L|ω <∞, ω|p, Lω = Qp} ,

S′L = {πω|ω ∈ SL, πω = 1 + · · ·+ 1 = pω ∈ Qp} .

If ω ∈ SL, ω|v|p, it is easy to see that [Lω : Qp] = 1, this is equivalent to say that [Lω : Kv] = [Kv :

Qp] = 1. Note that S′L ⊂ IL.

Lemma 26. The norm map NL/K : IL → IK maps S′L into S′K .

Proof. If πω ∈ S′L, πω = pω = (1, · · · , 1, pω, 1, · · · , 1) ∈ IL.

NL/K(πω) = NL/K(1, · · · , 1, pω, 1, · · · , 1) = (1, · · · , 1, NLω/Kv (pω), 1, · · · , 1)

= (1, · · · , 1, pfωv , 1, · · · , 1) == (1, · · · , 1, pv, 1, · · · , 1) ∈ S′K ,
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since eω · fω = [Lω : Kv] = 1, and then we have eω = fω = 1. Here eω = e(Lω/Kv) is the

ramification index at ω, fω = f(Lω/Kv) is the inertial degree at ω.

Lemma 27. The norm map NL/K : S′L → S′K is n to 1, n = [L : K], i.e. every pv =

(1, · · · , 1, pv, 1, · · · , 1) ∈ S′K has exactly n preimages in S′L.

Proof. Let pv = (1, · · · , 1, pv, 1, · · · , 1) ∈ S′K be fixed. Since L/K is Galois, if ω ∈ S′L, ω|v|p,
suppose ω1|v|p for another place ω1 of L, then

1 = [Lω : Kv] = [Lω1
: Kv] = eω1

· fω1
,

it follows that ω1 ∈ S′L. Let ω1, · · · , ωr be all conjugate places of ω|v|p, then

[Lω1 : Kv] = [Lω2 : Kv] = · · · = [Lωrv : Kv] = 1,

This shows eωi = fωi = 1, for all i = 1, 2, · · · , rv. Since we know evfvrv = n = [L : K], and

now ev = fv = 1, so rv = n. Then it is easy to see that NL/K : S′L → S′K maps each πωi , (i =

1, 2, · · · , rv = n) to pv by the above argument. Therefore NL/K : S′L → S′K is n to 1.

Moreover, we know NL/K(I1L)K∗/K∗ is an open subgroup of I1K · K∗/K∗ = I1K/K∗ of finite

index, therefore NL/K(I1L)K∗/K∗ is also closed in I1K/K∗, since I1K/K∗ is a topological group(In

a topological group G, any open subgroup H is also closed since H = G − ∪gH 6=HgH, and each

gH is open since φ(g) : G→ G defined by φ(g)(x) = gx is a homeomorphism and H is open, thus

each coset gH is open, so H is closed.). Then if we let f = 1NL/K(I1L)K∗/K∗ , we can see that f is a

continuous function on the compact group I1K/K∗.
Now we have

1

h
=

1

[I1K/K∗ : NL/K(I1L)K∗/K∗]
=

∫
I1K/K∗

f(x)d∗x,

this is because the Haar measure dµ = d∗x on the compact group I1K/K∗ is normalised so that

µ(I1K/K∗) = 1, and the fact:

Lemma 28. Let G be a locally compact topological group, dµ is a (left) Haar measure on G. H is

a subgroup of G, let f = 1H be the characteristic function of H, then∫
G

fdµ =
µ(G)

[G : H]
.

Proof. Note that ∫
G

fdµ =

∫
G

1Hdµ = µ(H),
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on the other hand,

µ(G) =

∫
G

1dµ =

∫
tgH

1dµ =
∑

µ(gH) =
∑

µ(H) = [G : H]µ(H),

here µ(gH) = µ(H), ∀g ∈ G, by the left-invariance of Haar measure, therefore∫
g

fdµ = µ(H) =
µ(G)

[G : H]
.

Now we have
1

h
=

∫
I1K/K∗

f(x)d∗x = lim
σ→1+

D(f, σ)

= lim
σ→1+

∑
v/∈S,abdeg(v)=1

f(pv)q
−σ
v

ln 1
σ−1

,

where pv = (1, · · · , 1.pv, 1, · · · , 1), thus |pv|v = ‖pv‖.

Lemma 29.

α ∈ NL/K(IL)K∗ ⇔ α

‖α‖
∈ NL/K(I1L)K∗

Proof. α ∈ NL/K(IL)K∗ ⇒ α = NL/K(x)β, for some x ∈ IL, β ∈ K∗. Since IL ' I1L · R∗+, we can

write x = x1 · τ̃ , x1 ∈ I1L, τ̃ = (1, · · · , 1, τ 1
n , · · · , τ 1

n ), τ = ‖x‖. Then

α = NL/K(x1 · τ̃) · β = NL/K(x1)NL/K(τ̃) · β = α1 · t̃ · β,

where α1 = NL/K(x1) ∈ I1K , β ∈ K∗, t̃ = (1, · · · , 1, t 1
n , · · · , t 1

n ) = NL/K(τ̃) ∈ R∗+. Then

‖α‖ = ‖α1 · t̃ · β‖ = ‖α1‖ · ‖t̃‖ · ‖β‖ = ‖t̃‖ = t = ‖NL/K(τ̃)‖ = NL/K(‖x‖).

since ‖ τ̃
‖x‖‖ = τ

‖x‖ = 1, ⇒ τ̃
‖x‖ ∈ I1K ,

⇒ α

‖α‖
= NL/K(x1 · τ̃

‖x‖
) · β ∈ NL/K(I1L) ·K∗,

Conversely, if α
‖α‖ = NL/K(x1) · β, for some x1 ∈ I1L, β ∈ K∗, ⇒ α = NL/K(x1)‖α‖ · β, let

t = ‖α‖, then α = NL/K(x1 · t̃) · β, now x1 · t̃ ∈ I1L · R∗+ = IL, ⇒ α ∈ NL/K(IK) ·K∗.
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By the lemma, it is easy to see that

pv
|Pv|v

=
pv
‖pv‖

∈ NL/K(IL)K∗/K∗ ⇔ pv ∈ NL/K(IL)K∗/K∗.

Now we can see f(pv) = f( pv
|pv|v ) = pv

‖pv‖ = 1 if pv
‖pv‖ ∈ NL/K(IL)K∗/K∗ ⇔ pv ∈ NL/K(IL)K∗/K∗.

Also note we require v /∈ S and abdeg(v) = 1, this is equivalent to say that v ∈ S′K , so

1

h
=

∫
I1K/K∗

f(x)d∗x = lim
σ→1+

D(f, σ) = lim
σ→1+

∑
v/∈S,abdeg(v)=1

f(pv)q
−σ
v

ln 1
n−1

= lim
σ→1+

∑
v∈S′K

q−σv

ln 1
n−1

≥ lim
σ→1+

1

n
·

∑
ω∈S′L

q−σω

ln 1
n−1

=
1

n
lim
σ→1+

∑
abdeg(ω)=1

q−σω

ln 1
n−1

=
1

n
,

here first note that qv = qfωω = qω, and recall that NL/K : S′L → S′K is n to 1. Moreover,

ω ∈ S′L ⇔ ω ∈ SL, πω = 1 + · · · + 1 = pω ⇔ ω < ∞, ω|p, Lω = Qp, πω = pω = pe(Lω/Qp) = p ⇔
eω = fω = 1⇔ abdeg(ω) = 1. And by previous theorem we have

lim
σ→1+

∑
abdeg(ω)=1

q−σω

ln 1
n−1

= 1

i.e. 1
h ≥

1
n , so h ≤ n. Now we completed the proof of the first inequality in class field theory.
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3 Cohomology, and the Second Inequality

3.1 Herbrand Quotients

Suppose that A is an abelian group, B is a subgroup of A, and f is a homomorphism of A into some

other abelian group. Let Af = Ker f and Af = Im f . By restricting f we obtain a homomorphism

of B, for which we use similar notation: Bf = Ker(f|B) and Bf = Im f|B .

0 0 0

↑ ↑ ↑
0 → Af/Bf → A/B → Af/Bf → 0

↑ ↑ ↑
0 → Af → A → Af → 0

↑ ↑ ↑
0 → Bf → B → Bf → 0

↑ ↑ ↑
0 0 0

The diagram above has all of its columns as well as the bottom two rows exact. It is easy to

see that the obvious maps in the upper row are well defined, and a diagram chase shows that this

row is exact. Hence we have the identity

[A : B] = [Af : Bf ][Af : Bf ]

in the sense that if two of the indices above are finite, then so is the third and equality holds.

Now, suppose that f and g are endomorphisms of A such that f ◦ g = g ◦ f = 0. Then Ag ⊆ Af
and Af ⊆ Ag, and we can define the Herbrand quotient

Qf,g(A) = Q(A) =
[Af : Ag]

[Ag : Af ]

provided the numerator and denominator are finite. Note that if f(B), g(B) ⊆ B, then there are

unique induced homomorphisms

f̄ , ḡ : A/B → A/B

satisfying f̄(x+B) = f(x) +B and ḡ(x+B) = g(x) +B. So again we will have f̄ ◦ ḡ = f̄ ◦ ḡ = 0,

and we can define another Herbrand quotient

Qf̄ ,ḡ(A/B) = Q(A/B) =
[(A/B)f̄ : (A/B)ḡ]

[(A/B)ḡ : (A/B)f̄ ]

62



when the numerator and denominator are finite.

Lemma 1. If A is finite, then Q(A) = 1.

Proof. We have A/Ag ∼= Ag and A/Af ∼= Af , so

|Ag| · |Ag| = |A| = |Af | · |Af |

We will investigate the properties of the following hexagonal diagram:

(A/B)f
(A/B)g

Bg/B
f

Ag/A
f(A/B)g

(A/B)f

Bf/B
g

Af/A
g

δ

D′
2

D′
1

δ′

D2

D1

The definitions of the homomorphisms D2, D1 are morally obvious, while those of δ, δ′ are not.

We explain all the definitions in detail:

• For the composition Bf ↪→ Af � Af/A
g, the fact that Bg ⊆ Ag implies that the map

D2 : Bf/B
g → Af/A

g given by D2(x+Bg) = x+Ag is well defined. D′2 is defined similarly.

• The image of the composition Af ↪→ A � A/B is clearly contained in (A/B)f̄ , so we have

a well defined homomorphism π : Af → (A/B)f̄ given by π(x) = x + B. Clearly the image

of Ag under π is contained in (A/B)ḡ, so the mapping D1 : Af/A
g → (A/B)f̄

(A/B)ḡ given by

D1(x+Ag) = (x+B) + (A/B)ḡ is well defined. D′1 is defined similarly.

• To define δ, we first define a homomorphism ρ : (A/B)f̄ → Bg/B
f given by x+B 7→ f(x)+Bf .

It is not clear that the formula we have given makes any sense at all. We will explain.

The group (A/B)f̄ consists of all those cosets x + B for which the representative x satisfies

f(x) ∈ B. Since Im f ⊆ Ker g, we have that if x+B is an element of (A/B)f̄ , then f(x) ∈ Bg.
Thus ρ maps (A/B)f̄ into the desired codomain. To show the map is well defined, suppose

x+B, y+B are elements of (A/B)f̄ with x+B = y+B. Then x− y ∈ B, so f(x− y) ∈ Bf ,

hence ρ(x+B) = ρ(y +B).

With ρ well defined, we observe that (A/B)ḡ is contained in the kernel of ρ: any element

of (A/B)ḡ can be written as g(x) + B for some x ∈ A, and we know that f(g(x)) = 0, so
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ρ(g(x) +B) = 0 +Bf . This gives us a well defined homomorphism

δ :
(A/B)f̄
(A/B)ḡ

→ Bg
Bf

(x+B) + (A/B)ḡ 7→ f(x) +Bf

Proposition 2. The diagram above is exact.

Proof. I . KerD1 = ImD2

A typical element of ImD2 is x+Ag for some x ∈ Bf . Then D1(x+Ag) = (x+B) + (A/B)ḡ,

which is zero because x ∈ B. Conversely suppose that x + Ag (for x ∈ Af ) is in the kernel of D1.

Then x+ B lies in (A/B)ḡ, so there is some y ∈ A for which x+ B = g(y) + B. There is then an

element b ∈ B, necessarily in Ker f , for which x− g(y) = b. Then x+Ag = x− g(y) +Ag = b+Ag,

with b+Ag ∈ ImD2. The equality KerD′1 = ImD′2 is similar.

II . Ker δ = ImD1

A typical element of ImD1 is (x+B) + (A/B)ḡ with x ∈ Af . If we apply δ, we get f(x) +Bf ,

which is zero because f(x) = 0. Conversely suppose z = (x + B) + (A/B)ḡ be in the kernel of δ,

where x + B ∈ (A/B)f̄ . Then f(x) + Bf = 0 + Bf , so there exists b ∈ B such that f(x) = f(b).

Then x + B = x − b + B, so (x + B) + (A/B)ḡ = (x − b + B) + (A/B)ḡ, with x − b ∈ Af . Thus

z ∈ ImD1. The equality Ker δ′ = ImD′1 is similar.

III . KerD′2 = Im δ

Let (x+B) + (A/B)ḡ be an element of
(A/B)f̄
(A/B)ḡ . If we apply δ, we get f(x) +Bf , and applying

D′2 to this gets us f(x) +Af , which is obviously zero. Conversely suppose x+Bf , for x ∈ Bg, lies

in the kernel of D′2. Then x ∈ Af , so there is some y ∈ A with x = f(y). Since x ∈ B, the coset

y +B lies in (A/B)f̄ , with

δ((y +B) + (A/B)ḡ) = f(y) +Bf = x+Bf

This shows that x+Bf lies in the image of D2. The equality KerD2 = Im δ′ is similar.

Let C be the quotient A/B. From the previous proposition, we see that if two of the three

Herbrand quotients Q(A), Q(B), Q(C) are defined, then so is the third. For example, suppose

Q(A) and Q(B) are defined. Already four of the six objects in the diagram are finite groups. The

image of D1 is finite, and if we take the group
(A/B)f̄
(A/B)ḡ modulo this image, the resulting quotient is

by exactness isomorphic to a subgroup of Bg/B
f , also finite. Hence

(A/B)f̄
(A/B)ḡ is finite, and similarly

one can argue that
(A/B)ḡ
(A/B)f̄

is finite.
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Proposition 3. We have the identity

Q(A) = Q(B)Q(A/B)

whenever these Herbrand quotients are defined.

Proof. The cardinality of any object in the diagram is equal to the cardinality of the image of the

map preceding it, multiplied by the cardinality of the image of the map following it. For example,

Af/A
g modulo the kernel of D1 is isomorphic to the image of D1, so

|Af/Ag| = |KerD1| · | ImD1| = | ImD2| · | ImD1|

Therefore,

Q(B)Q(A/C) =
|Bf/Bg|
|Bg/Bf |

·
| (A/B)f̄
(A/B)ḡ |

| (A/B)ḡ
(A/B)f̄

|
=
| Im δ′| · | ImD2|
| Im δ| · | ImD′2|

· | ImD1| · | Im δ|
| ImD′1| · | Im δ′|

=
| ImD2| · | ImD1|
| ImD′2| · | ImD′1|

=
|Af/Ag|
|Ag/Af |

= Q(A)

3.2 The first two cohomology groups

Let G be a finite multiplicative group with identity 1G = 1, and R a ring. We recall the definition of

the group ring R[G]. As an abelian group, R[G] is the product
∏
g∈G

R, where an element is written

as a formal sum
∑
g∈G

grg for rg ∈ R. This becomes a ring when we define multiplication by

(
∑
g∈G

grg)(
∑
h∈G

hsh) =
∑
g,h

ghrgsh

Suppose A is an additive abelian group. If A is a module over the ring Z[G], then we call A a

G-module rather than a Z[G] module. A G-module structure on A can equivalently be described

as a group action of G on A for which g(x+ y) = gx+ gy for any g ∈ G and x, y ∈ A.

Suppose A is a G-module. We define the trace homomorphism TrG : A→ A by

a 7→
∑
g∈G

ga

and we also let AG be the submodule of A consisting of all a ∈ A which are fixed by every g ∈ G.

Check that TrG(ga) = gTrG(a) = TrG(a) for any g ∈ G, a ∈ A. It is easy to see that TrGA ⊆ AG,
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so we may define the cohomology group

H0(G,A) =
AG

TrGA

Also, let IG be the additive subgroup of Z[G] generated by 1− g : g ∈ G. This is actually an ideal,

since for g, h ∈ G we have

h(1− g) = h− hg = (h− 1) + (1− hg)

Therefore IGA = {ga : g ∈ IG, a ∈ A} is a submodule of A, and it furthermore contained in

Ker TrG, since

TrG((1− g)a) = TrG(a− ga) = TrG(a)− TrG(ga) = 0

So we may define the next cohomology group

H1(G,A) =
Ker TrG
IGA

Although we have taken quotients of submodules, we really only care about H0(G,A) and H1(G,A)

as abelian groups (and, more specifically, we will be interested in their cardinalities). There are

higher cohomology groups H2(G,A), H3(G,A) etc. but they are more complicated to define and

work with, and we shall only require the first two. See the appendix for a more categorical treatment

of the groups H0 and H1.

Suppose A is a direct sum
s∑
i=1

Ai. We say that G acts semilocally on A if G permutes the Ai

transitively. In that case, define the decomposition group Gj = {τ ∈ G : τAj = Aj}. If φAj = Ak,

then the decomposition group of Ak is φGjφ
−1, so we can stick with just one decomposition group,

say G1. Write G as a disjoint union of left cosets

G =
⋃
i=1

σiG1

and arrange the indices so that σkA1 = Ak. Therefore, every element a ∈ A can be uniquely

expressed as σ1(a′1) + · · ·+ σs(a
′
s) for a′i ∈ A1.

Lemma 4. The projection π : A→ A1 induces an isomorphism

H0(G,A) ∼= H0(G1, A1)

Proof. We first claim that

AG = {σ1(a1) + · · ·+ σs(a1) : a1 ∈ AG1
1 }
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First suppose α ∈ AG. Write α as a1 + · · · + as, where ak ∈ Ak. If φ ∈ G1, then φ(a1) ∈ A1, and

φ(ak) is not in A1 unless it is zero, for otherwise ak ∈ φ−1A1 = A1, whose intersection with Ak

is trivial. Thus φ(a1) + · · · + φ(as) = φ(α) = α, and by unique representation we get φ(a1) = a1.

Since φ was arbitrary, we have a1 ∈ AG1
1 .

Now also α = σ1(a′1) + · · · + σs(a
′
s), where a′k = σ−1

k (ak) (we know a1 = σ1(a′1) = a′1). For a

fixed k, apply σ−1
k to α to get a′k +

∑
j 6=k

σ−1
k σj(a

′
j) = σ−1

k α = α, with none of the σ−1
k σj(a

′
j) ∈ A1

unless a′j = 0 (otherwise σ−1
k σjG1 = G1, so j = k). Hence by unique representation we obtain

a1 = a′k, so a = σ1(a1) + · · ·+ σs(a1), with a1 ∈ AG1
1 as required.

Conversely suppose α ∈ A takes the form σ1(a1) + · · ·+ σs(a1), with a1 ∈ AG1
1 . Then σk(a1) ∈

σk(AG1
1 ) = AGkk . Now if φ ∈ G, then φ permutes the Ak, sending Ak to, say, Aφ(k). It follows that

for each k, we have

φσkA1 = φAk = Aφ(k) = σφ(k)A1

so σ−1
φ(k)φσk ∈ G1. Hence σ−1

φ(k)φσk(a1) = a1, which implies φσk(a1) = σφ(k)(a1). But then

φ(α) = φσ1(a1) + · · ·+ φσs(a1) = σφ(1)(a1) + · · ·+ σφ(s)(a1) = α

Now that we have proven the first claim, we see that restriction to AG of the projection map

A→ A1, given by (for a1 ∈ AG1
1 )

σ1(a1) + · · ·+ σs(a1) 7→ σ1a1 = a1

is an isomorphism. So we only have to show that under this mapping, TrG(A) is mapped onto

TrG1
(A1). This is done if we can show that

TrG(A) = {
s∑
i=1

TrG1
(a1) : a1 ∈ A1}

Remember that σi, i = 1, ..., s is a set of left coset representatives for G1 in G. For the inclusion,

’⊇’, we have

s∑
i=1

σi TrG1
(a1) =

s∑
i=1

σi
∑
τ∈G1

τ(a1) =
∑
φ∈G

φa1 = TrG(a1) ∈ TrG(A)

Conversely let us take the trace of an element
s∑
j=1

σj(aj) for aj ∈ A1. Define b =
s∑
j=1

TrG1
(aj) ∈ A1.
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Using the same argument as in the first inclusion, we have

TrG(

s∑
j=1

σj(aj)) =

s∑
j=1

TrG σj(aj) =

s∑
j=1

s∑
i=1

σi TrG1(aj)

=

s∑
i=1

σi

s∑
j=1

TrG1
(aj) =

s∑
i=1

σi(b)

Lemma 5. There is an isomorphism

H1(G,A) ∼= H1(G1, A1)

Proof. At the end of the last proof, we showed that for any α ∈ A, written as σ1(a′1) + · · ·+ σs(a
′
s)

for uniquely determined a′i ∈ A1,

TrG(α) =

s∑
i=1

σi TrG1(a′1 + · · ·+ a′s)

Thus TrG(α) = 0 if and only if TrG1
(a′1 + · · ·+ a′s) = 0. Thus

α 7→ a′1 + · · ·+ a′s

maps Ker TrG onto Ker TrG1
(surjectivity is obvious). This mapping, λ, induces the desired iso-

morphism, provided we can show that IGA is mapped onto IG1
(A1).

First, to show λIGA ⊆ IG1
A1, it suffices to show that if τ ∈ G and α ∈ A, then λ(τ(α)− α) ∈

IG1
A1. So fix τ and α. Since σi, i = 1, ...s are a set of left coset representatives for G1 in G, there

is for each j a unique index π(j) and a unique element τπ(j) ∈ G1 such that τσ = σπ(j)τπ(j). In

fact, we can take π as a permutation of 1, ..., s. Thus

τ(α) =

s∑
i=1

τσi(a
′
i) =

s∑
i=1

σπ(i)τπ(i)(a
′
i)

so λ(τ(α)) =
s∑
i=1

τπ(i)a
′
i. But then

λ(τ(α)− α) =

s∑
i=1

τπ(i)(a
′
i)− a′i ∈ IG1

A1

For the converse, suppose that λ(α) = a′1 + · · ·+a′s is equal to some b ∈ IG1
A1. Now IG1

A1 ⊆ IGA,
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so b ∈ IGA, and

α = b+ α− b = b+

s∑
i=1

σi(a
′
i)− ai ∈ IGA

3.3 Applying the above machinery

For most of the rest of this chapter, G will be a finite cyclic group, in fact the Galois group of a

cyclic extension of local or global fields. We will continue to take A as an abelian group with a

G-module structure, but will write A multiplicatively. Hopefully the fact that we have written A

additively up to this point will not cause any confusion. For example, the trace map

TrG = g : A→ A, x 7→
N−1∑
i=0

σi(x)

will actually be the norm. If we set f : A→ A by f(x) = σ(x)− x, then IGA is exactly the image

of f . This is not difficult to see from the identity

1− σi = (1− σ)(1 + σ + · · ·+ σi−1)

Furthermore AG is exactly the kernel of f , so in the notation of the first section we have

H0(G,A) = Af/A
g

H1(G,A) = Ag/A
f

Q(A) =
|H0(G,A)|
|H1(G,A)|

We may deal with Herbrand quotients involving different groups, so we will write Q(G,A) instead

of just Q(A). If Φ : A→ A′ is an isomorphism of abelian groups, then there is an obvious induced

G-module structure on A′ for which the cohomlogy groups Hi(G,A), Hi(G,A
′) are isomorphic and

Q(G,A) = Q(G,A′). Another way of saying this is that an isomorphism of G-modules induces an

isomorphism of cohomology groups and equality of Herbrand quotients.

Lemma 6. If G acts trivially on Z, then Q(G,Z) = N , the order of G.

Proof. Just check that Af = Z, Ag = NZ, and Ag = Af = 0.

Examples:
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• Let L/K be a cyclic extension of global fields. The Galois group G = Gal(L/K) acts on L

and gives L∗ the structure of a G-module. Let σ generate G. Now H1(G,L∗) is equal to the

group of x
σ(x) : x ∈ K∗ modulo the group of x ∈ L∗ with norm 1. Hilbert’s theorem 90 just

asserts that H1(G,L∗) is the trivial group.

• If L and K are global fields, then G acts on the ideles IL, and therefore the idele class group

CL = IL/L∗, in a natural way. There is a natural injection CK → CL for which one obtains

|H1(G,CL)| = [CK : NL/K(CL)] = [IK : K∗NL/K(IL)]

Work out the details as an exercise.

• If L and K are p-adic fields, then OL has a G-module structure, and

H0(G,OL) = [OK : NL/K(OL)]

3.4 The local norm index

Let k ⊆ K be finite extensions of Qp, with n = [K : k]. Suppose K/k is cyclic with Galois group G.

We have the cohomology groups H0(G,K∗) = k∗/NK/k(K∗) and H1(G,K∗), the group of norm 1

elements modded out by the set of σ(x)/x, which is trivial by Hilbert’s Theorem 90. Thus

Q(G,K∗) =
|H0(G,K∗)|
|H1(G,K∗)|

= [k∗ : NK/k(K∗)]

The maps x 7→ σ(x)/x and NK/k send UK to itself, so we can discuss the Herbrand quotients

Q(UK) and Q(K∗/UK).

Proposition 7. Q(UK) = 1

Proof. The logarithm and the exponential functions may both be defined for p-adic fields by their

power series. These series do not always converge, but exp will map sufficiently small open additive

subgroups homeomorphically and isomorphically onto small open multiplicative subgroups, the

inverse mapping being the logarithm. See the appendix for more details.

Any finite Galois extension of fields F/E has a normal basis, i.e. a basis wγ : γ ∈ Gal(F/E) for

which φwγ = wφγ . Let w1, ..., wN be such a basis for K/k. Multiply these elements by sufficiently

high powers of p so that the elements of subgroup

M = Okw1 + · · ·+OkwN

are all very small, p-adically speaking. The group G acts semilocally on M with trivial decomposi-

tion group, so Q(G,M) = 1. If M is chosen very small, exp gives an isomorphism and homeomor-

70



phism from M into the unit group UK . Since expφ(x) = φ expx by continuity, the induced action

of G on expM is the same as that obtained by restricting the regular action on K∗. Thus

Q(UK) = Q(expM) ·Q(UK/ expM)

where Q(expM) = Q(M) = 1. Also since M is open, so is expM , so by compactness expM is of

finite index in UK . Therefore Q(UK/ expM) = 1.

Theorem 8.

[k∗ : NK/k(K∗)] = [K : k]

and

[Uk : NK/k(UK)] = e(K/k)

Proof. The first result follows directly from the previous proposition. Already we mentioned that

Q(K∗) = [k∗ : NK/k(K∗)]. Also, K∗/UK is isomorphic to Z, with G inducing the trivial action on

the quotient. Therefore

[K : k] = |G| = Q(K∗/UK) =
Q(K∗)

Q(UK)
= [k∗ : NK/k(K∗)]

For the second assertion, we again use the fact that Q(UK) = 1. Let e = e(K/k). We have

[Uk : NK/k(UK)] = |H0(G,UK)| = |H1(G,UK)|

By Hilbert’s Theorem 90 and the fact that automorphisms preserve absolute values, it is not

difficult to see that |H1(G,UK)| = [K∗g : UgK ], these latter two objects respectively denoting

the images of K∗ and UK under the map g = 1 − σ. Actually, UgK = (k∗UK)g, so by the identity

[A : B] = [Af : Bf ][Af : Bf ] we have

|H1(G,UK)| = [K∗ : k∗UK ]

[K∗g : (k∗UK)g]

The denominator of this fraction is 1: both K∗g and (k∗UK)g are equal to k∗. If P, p denote the

respective primes of K, k, then ordp(x) = e ordP(x) for any x ∈ k∗, so it is not difficult to see that

the kernel of the composition

K∗
ordP−−−→ Z→ Z/eZ

is exactly k∗UK .
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Corollary 9. If K/k is abelian, then

[k∗ : NK/k(K∗)] ≤ [K : k]

and

[Uk : NK/k(UK)] ≤ e(K/k)

Proof. Actually, equality still holds even when K/k is abelian and not cyclic. But it will disrupt

the elegance of our progression to prove this before we have developed local class field theory. In the

meantime, we can quickly prove this lesser result as follows:

There exists a tower of intermediate fields

k ⊆ E ⊆ E′ ⊆ · · · ⊆ K

where the extensions E/k,E′/E etc. are cyclic. By induction, [E∗ : NK/E(K∗)] ≤ [K : E]. By the

identity [A : B] = [Af : Bf ][Af : Bf ] introduced in the beginning of this section, we have

[NE/k(E∗) : NE/k ◦NK/E(K∗)] ≤ [E∗ : NK/E(K∗)]

Now we use the theorem:

[k∗ : NK/k(K∗)] = [k∗ : NE/k(E∗)][NE/k(E∗) : NE/k ◦NK/E(K∗)]

≤ [k∗ : NE/k(E∗)][E∗ : NK/E(K∗)] ≤ [k∗ : NE/k(E∗)][K : E]

= [E : k][K : E] = [K : k]

The argument for the unit group is identical.

While we are on the subject of local indices, let us prove another result which will be needed

later in the proof of the existence of class fields. Take k, p etc. as we have above, and let O, U be

respectively the integers and units of this field. Let π be a uniformizer for k. Multiplication by πi

gives an isomorphism of O-modules O/p → pi/pi+1. The multiplicative analogue of the powers pi

are the groups 1 + πiO. Let Ui = 1 + πiO for i ≥ 1. Reduction modulo π induces an abelian group

epimorphism U → (O/p)∗ whose kernel is U1. For i ≥ 1, the map x 7→ 1 + x gives an isomorphism

pi/pi+1 → Ui/Ui+1.

Therefore the cardinality of Ui/Ui+1 is pf(p/p). Notice that

||π||p = |Nk/Qp(π)|p = |pf(p/p)|p =
1

N (p)
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Fix an n ∈ N, and let Un = {xn : x ∈ U}. The corollary to Hensel’s lemma mentioned in the

introduction shows that for sufficiently large i, Ui ⊆ Un. Thus [U : Un] is always finite. We will

now determine this index.

Theorem 10. Let W be the group of nth roots of unity in K.

[U : Un] =
|W |
||n||p

[k∗ : k∗n] =
n

||n||p
|W |

Proof. Let s = ordp n, and take r to be large enough so that:

• r ≥ s+ 1.

• Ur is contained in Un.

• 1 is the only nth root of unity in Ur.

The first condition ensures that |nπr+1|p ≥ |π|2rp . Then if (1 + xπr) is any element of Ur, we

have

(1 + xπr)n = 1 + nxπr + · · · ∈ Ur+s

This shows that Un ⊆ Ur+s. On the other hand Ur, and hence Ur+s, is contained in Un. Thus

Ur+s = Unr . Let f : U → K be the homomorphism x 7→ xn. Then

[U : Ur] = [Im f : Im f|Ur ][Ker f : Ker f|Ur ] = [Un : Unr ][W : 1] = [Un : Ur+s] · |W |

and

[U : Un] =
[U : Ur]

[Un : Ur]
=

[Un : Ur+s]

[Un : Ur]
|W | = [Ur : Ur+s]|W |

Since [Ui : Ui+1] = pf(p/p), we have

[Ur : Ur+s] = [Ur : Ur+1]s = pf(p/p)s =
1

||π||sp
=

1

||n||p

This proves the first assertion. For the second assertion, we need only use the fact that k∗ ∼= Z×U
as abelian groups. Then

k∗/k∗n ∼=
Z× U
nZ× Un

∼= Z/nZ× U/Un
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3.5 The cyclic global norm index equality

In this section L/K is a cyclic extension of number fields, N = [L : K], G = Gal(L/K). Let S be

a finite set of places of K containing all the archimedean ones, and let S1 be the set of places of

L which lie over the places of K. Then w ∈ S1 implies σw ∈ S1 for any σ ∈ G. Choose s := |S1|
symbols xw : w ∈ S1 and let V be the R-vector space having xw as a basis. If we define

σxw = xσw

then we obtain a G-module structure on V . For an element v =
∑
w∈S1

cwxw (for cw ∈ R) in V , the

sup norm

||v||∞ = sup
w∈S1

|cw|

induces the product topology on V . It is obvious that ||σv||∞ = ||v||∞ for v ∈ V, σ ∈ G.

Let M be a full lattice of V . As topological groups,

V/M ∼=

⊕
w

R⊕
w

Z
∼=
⊕
w

R/Z

so V/M is compact in the quotient topology. Giving the same topology on V/M is the induced

norm

||v +M || = inf
m∈M

||v −m||∞

Since V/M is a compact metric space, it must be bounded, so there exists δ > 0 such that ||v+M || <
δ for all v ∈ V . But by the definition of the quotient norm, δ has the property for every v ∈ V ,

there is an m ∈M such that ||v −m||∞ < δ.

Proposition 11. Let M be a full lattice of V which is G-invariant (σM ⊆ M for σ ∈ G). There

exists a sublattice M ′ of M such that [M : M ′] is finite, M ′ is G-invariant, and there exists a basis

yw : w ∈ KS for M ′ such that

σyw = yσw

Proof. Remember that for a sublattice M ′ ⊆M , the index [M : M ′] is finite if and only if M ′ is of

full rank. To say that M is G-invariant means that M inherits the structure of a G-module from

V . Let s,N, δ be as above, and for each v ∈ S, fix a place wv of S1 lying over v. For w also lying

over v, let mw be the number of σ ∈ G such that σwv = w. Let m be the mimimum of these mw,

and choose t > sbN
m .

For each v, we can find a zwv ∈M such that ||txwv − zwv ||∞ < b. For w ∈ S1, if we set

yw =
∑

σwv=w

σzwv
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then for any τ ∈ G, we have

τyw =
∑

σwv=w

τσzwv =
∑

ρwv=τw

ρzwv = yτw

This shows that yw ∈M has the desired G-module properties. We will be done once we show that

the yw are linearly independent.

Suppose that
∑
w
cwyw = 0 for cw ∈ R, not all zero. Then we can arrange that all |cw| ≤ 1, with

at least one cw being equal to 1. Let Bwv = zwv − txwv , so ||Bwv ||∞ < b. Then

yw =
∑

σwv=w

σ(txwv +Bwv ) =
∑

σwv=w

txw +
∑

σwv=w

σBwv = tmw · xw +Bw

where Bw =
∑

σwv=w
σBwv , and

||Bw||∞ ≤
∑

σwv=w

||σBwv ||∞ =
∑

σwv=w

||Bwv ||∞ ≤ Nb

Now

0 =
∑
w

cwyw =
∑
w

cw(tmwxw +Bw) =
∑
w

(cwtmw) · xw +B

where B =
∑
w
cwBw, so ||B||∞ ≤ sMaxw |cw| ·Maxw ||Bw||∞ ≤ sb|G|. We should have ||B||∞ =

||
∑
w

(cwtmw) · xw||∞. But, letting w0 be a place such that cw0
= 1, we have

||
∑
w

(cwtmw) · xw||∞ = Maxw |cwtmw| ≥ |cw0
tmw0

| ≥ tm > sNb ≥ ||B||∞

a contradiction.

Suppose G acts on an abelian group A = A1 ⊕ · · · ⊕ As, such that σAi = Ai for all σ and

1 ≤ i ≤ s. We have

Q(G,A) = Q(G,A1)Q(G,A/A1) = Q(G,A1)Q(G,A2 ⊕ · · · ⊕As)

so by induction, we have

Q(G,A) = Q(G,A1) · · ·Q(G,As)

On the other hand, if G acts semilocally on the Ai, and G1 is the decomposition group of A1,

then we proved

Q(G,A) = Q(G1, A1)
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Let X be the full lattice of V with basis xw : w ∈ S1. For each v ∈ S, choose a place wv lying

over it. We can write X as a direct sum

X =
⊕
v∈S

⊕
w|v

Zxw

and so

Q(G,X) =
∏
v∈S

Q(G,
⊕
w|v

Zxw) =
∏
v∈S

Q(Gv,Zxwv )

where Gv is the decomposition group of wv (actually, of any w | v). Since Gv acts trivially on the

cyclic group Zxwv , we have Q(Gv,Zwv) = |Gv|.

Corollary 12. Let M be a full lattice in V which is G-invariant. Then

Q(G,M) =
∏
v∈S
|Gv|

Proof. Find a sublattice M ′ of M satisfying the proposition. Clearly M ′ is G-isomorphic to X, and

the quotient M/M ′ is finite, so we have

Q(G,M) = Q(G,M ′) = Q(G,X) =
∏
v∈S
|Gv|

We can now calculate the Herbrand quotient of the S1-units LS1
. Remember that S1-units are

those x ∈ L∗ which are units outside of S1.

Proposition 13. Q(G,LS1
) = 1

N

∏
v∈S
|Gv|

Proof. The image of LS1 under the log mapping log : LS1 → V

ξ 7→
∑
w

log ||ξ||wxw

is a subgroup of V contained in the s− 1 dimensional subspace

H = {
∑
w

cwxw ∈ V :
∑
w

cw = 0}

and the Dirichlet unit theorem tells us that this image is a lattice of rank s− 1, and that the kernel

is the group J of roots of unity in L. Thus Q(G, J) = 1. Notice that |ξ|σ−1w = |σξ|w for any
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ξ ∈ LS1 . This implies

log(σξ) =
∑
w

|σξ|wxw =
∑
w

|ξ|σ−1wxw

=
∑
w

|ξ|wxσw = σ log(ξ)

so log is a G-module homomorphism, and hence induces a G-module isomorphism LS1/J
∼= logLS1 .

Thus

Q(G,LS1) = Q(G,LS1/J) = Q(G, logLS1)

Now x0 :=
∑
w
xw is linearly independent of logLS1 , since it does not lie in H. Thus M = logLS1 +

Zx0 is the direct sum of logLS1
and Zx0, and is also G-invariant. Its two direct summands are also

G-invariant, so

Q(G,M) = Q(G, logLS1
)Q(G,Zx0) = Q(G,LS1

) ·N

We calculated Q(G,M) in the corollary.

We’re about to prove the global norm index equality for cyclic extensions. We have

Q(CL) =
[CK : NL/K(CL)]

|H1(G,CL)|

The significance of the group H1(G,CL) will not be made apparent in these notes, but we will show

as a byproduct of the global cyclic norm equality that it is trivial.

As a final preliminary, suppose A is a G-module which is direct product of abelian groups

A1 × A2 × A3 × · · · , with σAi = Ai for all i. Suppose that H0(G,Ai) is trivial for all i. One can

then prove that H0(G,A) also trivial. Just use the definition of H0. Similarly if each H1(G,Ai) is

the trivial group, then so is H1(G,A).

Theorem 14. (Global cyclic norm index equality) For L/K cyclic,

[IK : K∗NL/K(IL)] = [L : K]

and

|H1(G,CL)| = 1

Proof. Let S1 be a finite set of places of L which contain all the archimedean ones, all those which

are ramified in L/K, and enough places so that IL = L∗IS1

L . Also, complete S1 in the sense that if

w ∈ S1 lies over a place v of K, so does σw for σ ∈ G. Then let S be the set of places of K over
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which the places of S1 lie. We can write IS1

L as a direct product

B ×A

where

B =
∏
v∈S

∏
w|v

L∗w, A =
∏
w-v

∏
w|v

O∗w

so Q(G, IS1

L ) = Q(G,A)Q(G,B). Now A is the direct product of Av =
∏
w|v
O∗w. The decomposition

group Gv is the Galois group of Lwv/Kv. Since G acts on the components of Av semilocally, we

have

H0(G,Av) = H0(Gv,O∗wv ) = 1

and

H1(G,Av) = H1(G1,O∗wv ) = 1

by the local norm index computations. By the remark just before this theorem, this implies that

Q(G,A) = 1. On the other hand, we can compute

Q(G,B) =
∏
v

Q(G,
∏
w|v

L∗w) =
∏
v

Q(Gv, Lwv ) =
∏
v

|Gv|

again a local computation from section 3. Now we use the computation of Q(G,LS1
) to get

[L : K] =
Q(G, IS1

L )

Q(G,LS1
)

= Q(G, IS1

L /LS1) = Q(G,K∗IS1

L /K
∗)

= Q(G, IL/K∗) = Q(CL)

We used the fact that the inclusion IS1

L ⊆ K∗I
S1

L induces an isomorphism of G-modules IS1

L /LS1
∼=

K∗IS1

L /K
∗. Thus

[L : K] =
[CK : NL/K(CL)]

|H1(G,CL)|

Since [CK : NL/K(CL)] ≤ [L : K] by the global norm index inequality, we must have equality, and

this implies H1(G,CL) is trivial.

Corollary 15. Let L/K be cyclic of degree > 1. Then infinitely many primes of K do not split

completely in L.

Proof. Let α ∈ IK . If the set T of places of K which do not split completely is finite, then by the

weak approximation theorem we can find an x ∈ K∗ for which xαv − 1 is very small for v ∈ T , say
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small enough so that xαv is a local norm in Kv. For all v 6∈ T , xαv is already a local norm, because

Kw = Kv for w | v. Thus xα ∈ NL/K(IL). This shows that IK = K∗NL/K(IL), so

[L : K] = [IK : K∗NL/K(IL)] = 1
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4 The Law of Artin Reciprocity

The original approach to global class field theory involved looking at generalized ideal class groups,

which we will define below. Later, Chavalley introduced the ideles to simplify the global results,

and to tie local and global class field theory together. Analogous to ideal class groups are idele

class groups, which we will also define.

The idelic and idealic approaches to class field theory are equivalent. But there are advantages

to each approach. Ideals are really the more natural way to approach the classical problem of

describing, via congruence conditions, how prime ideals decompose in a given abelian extension.

But for the classification of abelian extensions, the treatment of infinite Galois extensions, and the

development of local class field theory, the idelic approach gives cleaner results.

Let L/K be abelian, and p a prime of K which is unramified in L. We know that there exists

a unique σ ∈ Gal(L/K) with the property that

σx ≡ xNp (mod P)

for any x ∈ OL and any prime P of L lying over p. This element σ is called the Frobenius element

at p, and will be denoted by (p, L/K). The map (−, L/K), defined on unramified primes of K,

extends by multiplicativity to a homomorphism on the group of fractional ideals of K which are

relatively prime to the discriminant:

(a, L/K) =
∏
p

(p, L/K)ordp a

We call this homomorphism the Artin map on ideals.

Proposition 1. (Properties of the Artin map)

(i) If σ is an embedding of L into Q (not necessarily the identity on K), then

(σa, σL/σK) = σ(a, L/K)σ−1

(ii) If L′ is an abelian extension of K containing L, then the restriction of (a, L′/K) to L is

(a, L/K). This is known as the consistency property.

(iii) If E is a finite extension of K, then LE/E is abelian. If b is a fractional ideal of E

which is relatively prime to the discriminant of L/K, then the restriction of (b, LE/E) to L is

(NE/K(b), L/K).

(iv) If E is an intermediate field of L/K, and b is a fractional ideal of E which is relatively
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prime to the discriminant of L/K, then

(b, L/E) = (NE/K(b), L/K)

Proof. Since the Artin map is a homomorphism, it is sufficient to check everything when a is a

prime ideal. An embedding such as σ preserves the relevant algebraic structures, for example σOK
is the ring of integers of σK, and σOL is the integral closure of σOK in σL. So (i) is just a definition

chase.

For (ii), let P ′ | P | p be primes of L′, L,K respectively, and τ = (p, L′/K) ∈ Gal(L′/K). If

x ∈ OL ⊆ OL′ , then τ has the effect

τx ≡ xNp (mod P ′)

So τx− xNp ∈P ′ ∩OL = P. This means that the restriction of τ to L does what is required. By

uniqueness, τ|L = (p, L/K).

Now let P be a prime of E, relatively prime to the discriminant of L/K, so if P lies over the

prime p in K, then p is unramified in L. Let f = f(P/p), P a prime of LE lying over P, and

P = P ∩ OL. Finally, let τ = (P, LE/E). Now

φ := (NE/K(P), L/K) = (pf , L/K) = (p, L/K)f

has the effect

φ(x) ≡ xN (p)f (mod P)

for any x ∈ OL. But also for x ∈ OL ⊆ OLE , we have

τx− xN (P) ∈ P ∩ OL = P

with N (P) = N (p)f . Thus τ|L has the same effect as φ on L. Combining the uniqueness of τ with

the fact that any element of Gal(LE/E) is completely determined by its effect on L gives us (iii).

(iv) is just a special case of (iii).

As a consequence of the global norm index equality, we can prove the surjectivity of this map.

Theorem 2. Let S be a finite set of prime ideals of K containing all those which ramify in L, and

I(S) the group of fractional ideals of K relatively prime to S. Then the restriction of the Artin

map to I(S):

(−, L/K) : I(S)→ Gal(L/K)

is surjective.
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Proof. Suppose the Artin map is not surjective. Let E be the fixed field of the image of (−, L/K).

Then E/K is abelian of degree > 1, so we can find an intermediate field E1 ⊆ E such that E1/K

is cyclic of degree > 1. If p is a prime of K, not in S, then (p, E1/K) is the restriction of (p, L/K)

to E1. But (p, L/K) ∈ Gal(L/E) ⊆ Gal(L/E1), so (p, E1/K) = 1.

This shows that for p 6∈ S, the inertia degree of p in E1 is 1. Thus almost all primes of K split

completely in E1. But this contradicts 3, Theorem 19.

One of the main goals in this chapter is to prove the existence of a similar homomorphism, also

called the Artin map, defined on the ideles. A natural way of doing so is to introduce the language

of cycles.

4.1 Cycles

First, we introduce the language of cycles. By a cycle m of K we mean a sequence of nonnegative

integers m(v), one for each place of K, such that:

1. m(v) = 0 for almost all v.

2. m(v) = 0 or 1 when v is real.

3. m(v) = 0 when v is complex.

Another cycle c is said to divide m if c(v) ≤ m(v) for all v. A place v divides m if m(v) ≥ 1.

A fractional ideal a is said to be relatively prime to m if ordv(a) = 0 whenever m(v) ≥ 1. The

meaning of other statements involving divisibility, for example two cycles being relatively prime, is

obvious. Given m, we define

Hm =
∏
v|m
v<∞

1 + pm(v)
v

′∏
v-m

K∗v
∏
v|m
v|∞

K◦v

which is a subgroup of the ideles. Here K◦v refers to the connected component of 1 in K∗v . So

K◦v = K∗v if v is complex, and (0,∞) if v is real. We also set

Wm =
∏
v|m
v<∞

1 + pm(v)
v

∏
v-m

Uv
∏
v|m
v|∞

K◦v

where Uv is either O∗v or K∗v , depending on whether v is finite or infinite. Given x ∈ K∗ we write

x ≡ 1 mod ∗m

to mean that x ∈ Hm.
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Lemma 3. Let m be a cycle of K. Then

IK = K∗Hm

Proof. Given α ∈ IK , we must find an x ∈ K∗ such that αx ∈ Hm. We can use the approximation

theorem to produce an x which simultaneously takes into account all the places dividing m. Note

there is no contradiction in designating an x ∈ K ∩ R to be simultaneously positive and negative

at different real places. For example, if K = Q(
√

2), then
√

2 is positive at one of the real places,

and negative at the other.

For v real, we can choose x to have the same sign as αv, so that αvx ∈ (0,∞) in Kv. For

example, if we want x to be positive at the place v, then we can arrange that | 12 − x|v <
1
2 .

For v finite, we want αvx − 1 to be very small, specifically |αvx − 1|v ≤ |πm(v)
v |v. Choose x so

that

|α−1
v − x|v ≤ |πm(v)−ordv αv

v |v

Multiply both sides by |αv| = |πordv(αv)
v |v to get the result.

We will eventually use Lemma 3 to define the Artin map for ideles. We will first define the

Artin map φ on Hm. Then given an α ∈ IK , there is an x ∈ K∗ such that αx ∈ Hm by the lemma,

so we can define the Artin map on α to be φ(αx). Showing that this is well defined is the hard

part, and we are a long way from that point.

4.2 The transfer principle

Let L/K be abelian, m a cycle of K. We will say that m is admissible (for L/K) if:

• m is divisible by all ramified places.

• For v finite, 1+p
m(v)
v is contained in the group of local norms Nw/v(L

∗
w) for some (equivalently

any) place w lying over v.

• If v is real and there is a complex place lying over it, then m(v) = 1.

The second condition says that K◦v = (0,∞) coincides with the norm group Nw/v(L
∗
w), since

NC/R(C∗) = (0,∞). Some authors refer to a infinite place as ramified if it is real and it has a

complex place lying over it. We will adopt the name generalized ramified place which, although

cumbersome, will help us avoid ambiguity as well as even more cumbersome statements.

It is clear that there is a unique smallest admissible cycle f which divides all other admissible

cycles, and it can be described as follows: f is only divisible by ramified places and real places which

have a complex place lying over them. For v ramified, f(v) is the smallest number such that 1+p
f(v)
v
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is contained in the group of local norms. We call this smallest admissible cycle the conductor of

L/K.

We are almost done making definitions. Let m be a cycle, not necessarily admissible.

• Id(m) is the group of fractional ideals which are relatively prime to m.

• Pm is the group of principal fractional ideals (x), where x ≡ 1 (mod ∗m).

• N(m) is the group of norms NL/K(b), where b is a fractional ideal of L and relatively prime

to m (that is, relatively prime to any places of L which lie over places dividing m).

The next results depend heavily on the approximation theorem. We remark that if v is a place

of K, and x is a norm from L, then x is a local norm from Lw, for all w lying over v. This is

because if x = NL/K(y) for y ∈ L, then x =
∏
w|v

Nw/v(y). For a fixed place w0, each Nw/v(y) is a

norm from Lw, hence it is a norm from Lw0
, since L/K is Galois. Thus x is a local norm from Lw0

as a product of such norms.

Lemma 4. Let x ∈ K∗, and S a finite set of places of K with the property that x is a local norm

from Lw for all v ∈ S, w | v. There exists a γ ∈ L∗ such that xNL/K(γ−1) is close to 1 at each

v ∈ S. If |x|v = 1 for a particular v ∈ S which is finite, then γ can be chosen to be a unit at all

w | v.

Proof. Fix a v ∈ S. Since each local norm Lw → Kv is continuous, so is the map
∏
w|v

Lw → Kv

given by

(yw) 7→
∏
w|v

Nw/v(yw)

as a product of continuous functions. Let w0, w1, ... be the places of L lying over v. Write x as

Nw0/v(γ0) for some γ0 ∈ L∗w0
. By the approximation theorem, there exists a γ ∈ L∗ which is close

to γ0 at w0, and close to 1 at the other places w1, w2, .... Since (γ0, 1, 1, ...) and (γ, γ, ...) are close

to each other in
∏
w
Lw, we have that

|Nw0/v(γ0)−
∏
w|v

Nw/v(γ)|v = |x−NL/K(γ)|v

is also very small. Given ε > 0, we can choose γ ∈ L so that |x − NL/K(γ)|v < ε|x|v, and then

multiply both sides by |x|−1
v to get that |1−x−1NL/K(γ)|v < ε. Since x−1NL/K(γ) is very close to 1

at v, so is xNL/K(γ−1), which is what we wanted. The claim follows when we use the approximation

theorem simultaneously for all v ∈ S.

If v is finite, and |x|v = 1, then x ∈ O∗v , so the element γ0 such that Nw0/v(γ0) = x must be a

unit in Ow0 . Since O∗w is open, any element of L∗w which is very close to a unit will automatically

be a unit.
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Proposition 5. Let m be admissible. The inclusion Id(m) ⊆ Id(f) induces an isomorphism

Id(m)/PmN(m) ∼= Id(f)/PfN(f)

Also, PfN(f) ∩ Id(m) = PmN(m).

Proof. Injectivity and well definedness of the desired map is equivalent to the assertion that PfN(f)∩
Id(m) = PmN(m). The inclusion ’⊇’ is clear, so suppose J ∈ PfN(f)∩ Id(m) is equal to (x)NL/K(b)

where x ≡ 1 (mod ∗f) and b is a fractional ideal of L which is relatively prime to f.

For each place v dividing f, and each w | v, x is a local norm from O∗w (or L∗w for v infinite). By

Lemma 4, we can produce a γ ∈ L∗ such that xNL/K(γ−1) is very close to 1 at each v | f. For v | f
finite and w | v, we can choose γ to be a unit at w.

Using the approximation theorem, we can also do a little more than what we just did. We

applied the lemma to the places v | f (or more specifically, the places lying over those which divided

f). At the same time, we can take all the finite places v which divide m, but not f, and add the

stipulation that ordw γ = − ordw b, for all w lying over such v. This ensures that NL/K(γb) is a

unit at each finite v | m, v - f. But γ and b were already units at all w lying over finite v | f, so in

fact NL/K(γb) is a unit at all finite places v | m. We can write

J = (x)NL/K(γ−1) ·NL/K(γb)

Since NL/K(γb) and J are both units at v | m, v <∞, so is xNL/K(γ−1). We are almost done,

but we do not know that xNL/K(γ−1) is ≡ 1 (mod ∗m).

Let β = xNL/K(γ−1). At each v | f, we have that β, having been forced so close to 1, is a

local norm. But for v finite, v | m, v - f, we also have that β is a local norm. This is because v

is necessarily unramified, β ∈ O∗v , and the local norm O∗w → O∗v is surjective. And for v infinite,

v | m, v - f, v is necessarily a real place which has only real places lying over it, so β is trivially a

local norm here. Thus β is a norm for all v | m, finite or infinite.

Since β is a local norm for all places v dividing m, we can apply the same argument as we did

at the beginning of the proof. Specifically, we can find a δ ∈ L∗ such that βNL/K(δ−1) is very close

to 1 at all v | m. This gets us βNL/K(δ−1) ≡ 1 (mod ∗m). In picking δ, we can assume that δ will

be a unit at all finite places w | v | m. Thus NL/K(γb), and hence NL/K(δγb), is in N(m). Thus

J = xNL/K(γ−1)NL/K(δ−1)NL/K(δγb) = [βNL/K(δ−1)] · [NL/K(δγb)]

is in PmN(m), as required.

Finally, let us prove surjectivity. This is much easier than the injectivity we just did. Given
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a ∈ Id(f), it is enough to find an x ∈ K∗ such that x ≡ 1 (mod ∗f) and xa is relatively prime to m.

Just use the approximation theorem: for v | f, pick x to be very close 1, and for v | m, v - f, v <∞,

pick x so that ordv x = − ordv a.

For m an admissible cycle, let IL(1,m) be the set of ideles in L which have component 1 at all

w | v | m. Recall the definitions of Hm,Wm given earlier. It is straightforward to check that

WmNL/K(IL(1,m)) = Hm ∩NL/K(IL)

Just use the fact that the local norm is surjective for v - m.

Theorem 6. Let m be admissible. There is an isomorphism, to be described in the proof:

IK/K∗NL/K(IL) ∼= Id(m)/PmN(m)

Proof. Let ψ : Hm → Id(m) be the homomorphism α 7→
∏

v-m,v<∞
pordvαv which is obviously surjective.

Let ψ be the composition

Hm
φ−→ Id(m)→ Id(m)/PmN(m)

And, let φ be the composition

Hm ⊆ IK → IK/K∗NL/K(IL)

This is surjective by Lemma 3. We claim that Kerψ = Kerφ. This will suffice for the proof, since

then

Id(m)/PmN(m) ∼= Hm/Kerψ = Hm/Kerφ ∼= IK/K∗NL/K(IL)

First, we claim that

Kerψ = (Hm ∩K∗)WmNL/K(IL(1,m))

The inclusion ’⊇’ is straightforward: just check that (K∗ ∩ Hm),Wm, and NL/K(IL(1,m)) are

each contained in the kernel. Conversely, suppose that α ∈ Hm lies in the kernel of ψ. Then

ψ(α) = (x)NL/K(b) for some x ≡ 1 (mod )∗m and fractional ideal b of L which relatively prime

to m. Let β be an idele of L such that ordw β = ordw b whenever w < ∞ and ordw b 6= 0, and

otherwise set βw = 1. Then ψNL/K(β) = NL/K(b). Also (x) = ψx, where x ∈ K∗ ∩ Hm. This

implies αx−1NL/K(β−1) is in the kernel of ψ. But it is easy to see that the kernel of ψ is Wm. This

proves what we wanted, since x ∈ Hm ∩K∗ and NL/K(β) ∈ NL/K(IL(1,m)).

Now, by the remark just above this theorem and by what we just proved, Kerψ = (Hm ∩
K∗)(Hm ∩NL/K(IL). And it is easy to see that Kerφ = Hm ∩K∗NL/K(IL). So, the only thing left
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to prove is that

(Hm ∩K∗)(Hm ∩NL/K(IL)) = Hm ∩K∗NL/K(IL)

The inclusion ’⊆’ is straightforward. Conversely, suppose α ∈ Hm is equal to a product

xNL/K(β) for x ∈ K∗ and β ∈ IL. By the approximation theorem, it is possible to find a γ ∈ L∗

such that NL/K(β)NL/K(γ−1) = NL/K(γ−1β) is close to 1 for all v | m. (Lemma 4). If chosen close

enough to 1, we will have NL/K(γ−1β) ∈ Hm ∩NL/K(IL). Since α ∈ Hm and

α = xNL/K(γ)NL/K(γ−1β)

it follows that xNL/K(γ) ∈ Hm ∩K∗. This completes the proof.

Corollary 7. If m is admissible for L/K, then

[IK : K∗NL/K(IL)] = [Id(m) : PmN(m)]

4.3 The kernel of the Artin map

Let L/K be abelian, and m a cycle of K which is divisible by the ramified places. We defined the

Artin map for ideals

Φ : Id(m)→ Gal(L/K)

in the beginning of the chapter. This mapping is surjective (Theorem 2). Suppose that Pm were

contained in the kernel of Φ. Then, we can enlarge m (and thus shrink Pm, Id(m)) so that m

is admissible, and Pm is still contained in the kernel of the new Artin map. So without loss of

generality, we can assume m is admissible. Clearly N(m) is always contained in the kernel of Φ, so

we have PmN(m) ⊆ Ker Φ. But combining Corollary 7 with the first global norm index inequality,

[Id(m) : PmN(m)] = [IK : K∗NL/K(IL)] ≤ |Gal(L/K) = [Id(m) : Ker Φ]

we must have equality everywhere. We state this as a proposition.

Proposition 8. If L/K is abelian, m is admissible for L/K, and Pm is contained in the kernel of

the Artin map on Id(m), then the kernel is exactly PmN(m), and

[L : K] = [Id(m) : PmN(m)] = [IK : K∗NL/K(IL)]

If m′ is another admissible cycle, and m divides m′, then Pm′ is contained in the kernel of the Artin

map on Id(m′), hence Pm′N(m′) is the kernel of the Artin map on Id(m′).
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The goal of the next chapter is to show that the hypothesis of Proposition 8 holds for all abelian

extensions and all admissible cycles. For a fixed abelian extension L/K, in order to prove that the

kernel of the Artin map on Id(m) is PmN(m) for all admissible cycles m, it suffices by Proposition

5 to do so with an admissible cycle c which is only divisible by generalized ramified places.

The first step is showing this holds for cyclotomic extensions.

Proposition 9. Let K = Q, and L = Q(ζ) for ζ a primitive mth root of unity. There is an

admissible cycle m of Q, divisible only by ramified places (that is, those places which divide m) and

the unique infinite place of Q, such that Pm is contained in the kernel of the Artin map on Id(m).

Proof. Let x ∈ Q∗, and x = a
b for a, b ∈ Z. We know that if q is a prime which does not divide

m, then (q,Q(ζ)/Q) is the map ζ 7→ ζq. It follows by multiplicativity that (x,Q(ζ)/Q) is the map

ζ 7→ ζab
−1

, where by b−1 we mean an integer which is an inverse of b modulo m.

Define a cycle c to be the formal product of the integer m (that is, c(v) = ordv(m)) and the

unique infinite place, and suppose x ≡ 1 (mod ∗c). We want to show that (x,Q(ζ)/Q) = 1, or in

other words ab−1 ≡ 1 (mod m). Afterwards, we can enlarge c to be admissible (although it doesn’t

matter for this chapter, actually c is already admissible for Q(ζ)/Q. This is 7, Corollary 4).

Write m as pe11 · · · pess for primes pi. For each i, we have by hypothesis that x−1 ∈ peii Zpi . Then
x−1
p
ei
i

∈ Zpi ∩Q = Z(pi) (the localization of Z at pi), so x ≡ 1 (mod peii Z(pi)). We have isomorphisms

(Z/mZ)∗ →
s∏
i=1

(Z/peii Z)∗ →
s∏
i=1

(Z(pi)/p
ei
i Z(pi))

∗

which send ab−1 ∈ (Z/mZ)∗ to x at each coordinate on the right. Thus ab−1 is the identity.

An exercise: where did we use the fact that x was positive?

Corollary 10. Let K be a number field, K ⊆ L ⊆ K(ζ), where ζ is a primitive mth root of unity.

There is an admissible cycle l for L/K, divisible at the finite places only by v dividing m, such that

Pl is contained in the kernel of the Artin map for L/K, this Artin map being defined on Id(l).

Proof. We first prove the case L = K(ζ). Let m be the admissible cycle for Q(ζ)/Q in the last

proposition. It is only divisible by places dividing m and by the unique infinite place of Q. Since

the local norms are continuous, it is possible to find a cycle l of K such that if x ≡ 1 (mod ∗l),

then NK/Q(x) ≡ 1 (mod ∗m). This does what is required.

The case L ( K(ζ) follows easily from what we have just proved.

Although all the ramified primes of K must divide m, a prime divisor of m need not be ramified.

So we have yet to find an admissible cycle for K(ζ)/K which is only divisible by generalized ramified
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places. However, the cycle we have found so far is small enough for us to be able to deduce what

we want about cyclic extensions, which is the next section.

4.4 Admissibility of cyclic extensions

Lemma 11. Let a, r, q > 1 be integers with q prime. There exists a prime number p such that a

has multiplicative order qr in (Z/pZ)∗.

For r large, we know of course that qr divides p−1, so also p must be large. So from the lemma

we see that, given 1 < r0 ∈ N we can find arbitrarily large primes p such that the order of a is

divisible by qr0 .

If G is an abelian group, we say that a, b ∈ G are independent if the cyclic groups they generate

have trivial intersection.

Lemma 12. Let a, n > 1 be integers, with

n = qr11 · · · qrss

for distinct primes qi. There exist b,m, with m squarefree and divisible by 2s distinct primes, such

that:

(i) The multiplicative orders of a and b (modulo m) are divisible by n.

(ii) a and b are independent modulo m.

Moreover, all the prime numbers comprising m can be chosen arbitrarily large.

Let p be a prime of K, and ζ an mth root of unity. Then K(ζ) is an abelian extension of K,

and for any K-automorphism of K(ζ), restriction to Q(ζ) induces an isomorphism:

Gal(K(ζ)/K) ∼= Gal(Q(ζ)/K ∩Q(ζ))

If we assume that p does not divide m, then p will be unramified in K(ζ). We have

(p,K(ζ)/K))|Q(ζ) = (NK/Q(p),Q(ζ)/Q) = (p,Q(ζ)/Q)f(p/p)

where p lies over p. Since (p,Q(ζ)/Q) applied to ζ is equal to ζp, we conclude that

(p,K(ζ)/K)(ζ) = ζp
f(p/p)

= ζNp

Alternatively, without the Artin map, this can be seen by the fact that the mth roots of unity are

distinct in OK(ζ) modulo any prime lying over p.

Before the next lemma, we recall a result from Galois theory. It will be used at the end of the

next lemma.

89



Fact: let `1, `2 be finite extensions of a field k. The following are equivalent:

(1): [`1`2 : k] = [`1 : k][`2 : k]

(2): [`1`2 : `1] = [`2 : k]

(3): [`1`2 : `2] = [`1 : k]

These conditions imply that

(4): `1 ∩ `2 = k

and the converse is true if at least one of `1, `2 is Galois over k.

If `2 is Galois over k, and ` is an an intermediate field of `1/k, we can use the fact to conclude

that `1 ∩ `2 = k implies that `1 ∩ ``2 = `.

For if `1 ∩ `2 = k, then ` ∩ `2 = k, so (4) ⇒ (2) tells us that [``2 : `] = [`2 : k]. Also (4) ⇒ (1)

tells us that [`1`2 : k] = [`1 : k][`2 : k]. We then have

[`1`2 : `] =
[`1`2 : k]

[` : k]
=

[`1 : k][`2 : k]

[` : k]
= [`1 : `][`2 : k] = [`1 : `][``2 : `]

Since `1(``2) = `1`2, we get that `1 ∩ ``2 = ` by (1) ⇒ (4).

Lemma 13. Let L/K be abelian, p an unramified prime of K, and S a finite set of prime numbers.

Then there exists an integer m, relatively prime to p as well as all members of S, such that:

(i) L ∩K(ζ) = K, where ζ is a primitive mth root of unity.

(ii) [L : K] divides the order of (p,K(ζ)/K).

(iii) There exists a τ ∈ Gal(K(ζ)/K), independent of (p,K(ζ)/K), with order also divisible by

[L : K].

Proof. We know that the Galois group Gal(K(ζ)/K) is isomorphic to a subgroup of (Z/mZ)∗, so

the proof is a straightforward application of the last lemma.

Apply the previous lemma, where a = Np, and n = [L : K]. Take the primes which divide

m to be large enough so that they are distinct from the primes of S, the primes which ramify in

L, as well as the primes over which p lies. Now let ζ be a primitive mth root of unity. Then p is

unramified in K(ζ), and (p,K(ζ)/K) has the effect ζ 7→ ζNp.

We first claim that L ∩ Q(ζ) = Q (which implies L ∩ K(ζ) = K by the fact above). This is

true because L ∩Q(ζ) is unramified over Q: any prime in Q which ramifies in K ∩Q(ζ) must also

ramify in K and Q(ζ), and we chose m to ensure that there are no such primes.

Thus also K∩Q(ζ) = Q, so by the remark just above the statement to this lemma, the canonical

inclusion Gal(K(ζ)/K)→ (Z/mZ)∗ is an isomorphism. Therefore for any t relatively prime to m,

the map ζ 7→ ζt extends uniquely to a well defined K-automorphism of K(ζ). Taking b to be as in

the previous lemma, and letting τ be the map given by ζ 7→ ζb, we see that since a = Np and b are
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independent modulo m and have order divisible by n = [L : K], the automorphisms (p,K(ζ)/K)

and τ are also independent in Gal(K(ζ)/K), and their orders are divisible by [L : K].

We will shortly deal with many roots of unity at time, so from now on let ζm denote a primitive

mth unity.

Proposition 14. (Artin’s Lemma) Assume the hypotheses of the previous lemma. If L/K is cyclic,

there exists an m relatively prime to all elements of S, and an abelian extension E of K, such that:

(i) L ∩ E = K.

(ii) L(ζm) = E(ζm).

(iii) L ∩Q(ζ) = Q and L ∩K(ζm) = K.

(iii) p splits completely in E.

Proof. Choose m as we did in the previous Lemma. So already (iii) holds, and we know in this case

that the map

Gal(L(ζ)/K)→ Gal(L/K)×Gal(K(ζ)/K)

φ 7→ (φ|L, φ|K(ζ))

is an isomorphism. Let σ generate Gal(L/K), and let τ be as in the previous lemma. Let H be the

subgroup of Gal(L(ζ)/K) generated by the elements (σ, τ) and φ = ((p, L/K), (p,K(ζ)/K)).

Our first claim is that φ is the Frobenius element (p, L(ζ)/K). If v1, ...vn is an integral basis for

L/K, and w1, ..., ws an integral basis for K(ζ)/K, then we know that viwj is an integral basis for

L(ζ)/K. It follows that φ has the effect

φ(viwj) = (p, L/K)(vi) · (p,K(ζ)/K)(wj) ≡ (viwj)
N (p) (mod OK(v))

which proves our claim.

Let E be the fixed field of H. The fact that (p, L(ζ)/K) ∈ H means that H contains the

decomposition group Gal(L(ζ)/K)p. Hence E is contained in the decomposition field, giving us

that p splits completely in E. This establishes (iv).

If x ∈ L∩E, then x is fixed by (σ, τ). But (σ, τ)(x) = σ(x), so σ(x) = x. This implies x is fixed

by every element of Gal(L/K), so x ∈ K. This proves (i).

Since E ⊆ L(ζm), of course E(ζm) ⊆ L(ζm). Now E(ζm) is the compositum of K(ζm) and E,

so Gal(L(ζm)/E(ζm)) is the intersection of Gal(L(ζm)/K(ζm)) and H. To prove (ii), it suffices to

show that this intersection is trivial. Since L∩K(ζ) = K, restriction to L induces an isomorphism

Gal(L(ζm)/K(ζm)) ∼= Gal(L/K), which means that Gal(L(ζm)/K(ζm)) (interpreted as a subgroup

of Gal(L/K)×Gal(K(ζm)/K)) is just Gal(L/K)× {1}.
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To show that Gal(L/K)×{1} intersected with H is trivial, write (p, L/K) = σj for some j, and

let c = (pv,K(ζ)/K). Suppose there are integers l, k1, k2 such that

(σ, 1)l = (σ, τ)k1(σj , c)k2

Then (1, 1) = (σk1+k2j−l, τk1ck2). So τk1ck2 = 1. This implies τk1 ∈ 〈c〉 ∩ 〈τ〉 = {1}, so τk1 = 1.

The order of τ divides k1, and is divisible by n, so n divides k1. Similarly n divides k2. Then

1 = σk1+k2j−l = σ−l

so (σ, 1)l must be the identity.

Artin’s lemma extends to the case where we have a finite collection of primes p1, ..., pr of K, all

unramified in L. Use the lemma to find numbers m1, ...,ms, divisible by successively large primes,

as well as extensions E1, ..., Er of K, so that each pair Ei, ζmi satisfies the conditions of Artin’s

lemma. Take the numbers mi to be pairwise relatively prime, so that Q(ζm1 , ..., ζmr ) = Q(ζm1···mr ).

We quickly recall another result from Galois theory.

Fact: Let `1, ..., `r be Galois over k. Restriction induces an injective homomorphism

Gal(`1 · · · `r/k)→ Gal(`1/k)× · · · ×Gal(`r/k)

If for each 1 ≤ i ≤ r, it holds that `i∩(`1 · · · `i−1`i+1 · · · `r) = k, then the injection is an isomorphism.

This is exactly the case here. We have that L ∩ Q(ζm1···mr ) = Q, since the intersection

is unramified over Q. It follows that K = L ∩ K(ζm1···mr ) = L ∩ K(ζm1
, ..., ζmr ). Similarly

Q(ζm1
)∩L(ζm2

, ..., ζmr ) = Q, the intersection being unramified over Q, from which we get K(ζm1
)∩

L(ζm1
, ..., ζmr ) = K.

Therefore if we set L = L(ζm1
, ..., ζmr ), then L is the compositum of L and K(ζm1

), ...,K(ζmr ),

and

Gal(L /K) ∼= G×G1 × · · · ×Gr

where G = Gal(L/K) and Gi = Gal(K(ζmi)/K). Note that by our choice of mi, we can identify

Gi with the Gal(Q(ζi)/Q), which is isomorphic to (Q/mQ)∗.

Now, we know that for the Galois extension L(ζmi)/K, Ei was constructed to be the fixed field

of

Hi ⊆ G×Gi ∼= Gal(L(ζmi)/K)
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where Hi was generated by (σ, τi) and (p, L(ζmi)/K). In turn, Gal(L(ζmi)/K) is the quotient of

Gal(L /K) by

Gal(L /L(ζmi))
∼= {1} ×G1 × · · · ×Gi−1 × {1} ×Gi+1 × · · · ×Gr

so one can check that Ei is also the fixed field of

Hi ×G1 × · · · ×Gi−1 ×Gi+1 × · · · ×Gr ⊆ Gal(L /K)

Lemma 15. Let E = E1 · · ·Es. Then L ∩ E = K, and Gal(L/K) ∼= Gal(LE/E).

Proof. The second claim follows from the first, using a standard result from Galois theory. Now,

Gal(L /L ∩ E) is equal to the subgroup of Gal(L /L ∩ E) generated by G and Gal(L /E) =
r⋂
i=1

Gal(L /Ei) =
r⋂
i=1

Hi. Check that

(σ, τ1, ..., τr) ∈ Gal(L /E)

Also (1, τ1, ..., τr), hence (1, τn−1
1 , ..., τn−1

r ), is in Gal(L /L). We then have

(σ, 1, ..., 1) = (σ, τ1, ..., τr)(1, τ
n−1
1 , ..., τn−1

r ) ∈ Gal(L /L ∩ E)

This shows that Gal(L /K) ⊆ Gal(L /L ∩ E), so L ∩ E ⊆ K. Hence L ∩ E = K.

In Proposition 7, we deduced the kernel of the Artin map by showing that PmN(m) was contained

in it. To deduce the kernel of the Artin map for a cyclic extension, we will prove the opposite

inclusion, and use the global cyclic norm index equality.

Theorem 16. Let L/K be cyclic, and f the conductor of L/K. The kernel of the Artin map on

Id(f) is equal to PfN(f).

Proof. Let f be the conductor of L/K. Let Φ : Id(f)→ Gal(L/K) be the Artin map. By the cyclic

global norm index equality, that is [L : K] = [Id(f) : PfN(f)], it suffices to show that Ker Φ ⊆ PfN(f).

So let a = ps11 · · · psrr be in the kernel of the Artin map on Id(f), for pi distinct primes of K which

are unramified in L. Find integers m1, ...,mr which are pairwise relatively prime and divisible by

large primes, along with fields E,E1, ..., Er so that the conditions following Artin’s lemma hold.

Now Ei ⊆ LEi ⊆ Ei(ζmi), so by Proposition (?) there exists a cycle ci of Ei, admissible for

LEi/Ei, such that the kernel of the Artin map of LEi/Ei on Id(ci) is equal to PciNLEi/Ei(ci). In

the proposition, ci is only divisible by prime ideals of Ei which divide mi. But there is no problem

with enlarging ci, in particular to make it divisible by places lying over all those which divide f.

The identity for the kernel of the Artin map will still hold. If ci is chosen large enough, we will

have by the contiuity of the local norms that β ≡ 1 (mod ∗ci) implies NEi/K(β) ≡ 1 (mod ∗f).
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Let σ generate Gal(L/K), and let di be an integer such that (psii , L/K) = σdi . We know that

restriction to L induces an isomorphism Gal(LE/E) ∼= Gal(L/K), and the Artin map on LE/E is

surjective, so we may find a fractional ideal bE of E, relatively prime to f and all the mi, such that

σ is the restriction of (bE , LE/E) to L. But then σ = (b, L/K), where b = NE/K(bE). This gives

us

(psii , L/K) = (bdi , L/K)

Now b, being a norm from E to K, is also a norm from Ei to K. And pi, splitting completely in

Ei, is trivially a norm from Ei to K. Hence psii b
−di is equal to NEi/K(Ji), for some fractional ideal

Ji of Ei. Necessarily Ji is relatively prime to f and all the mi. And

1 = (psii b
−di , L/K) = (NEi/K(Ji), L/K) = (Ji, LEi/Ei)|L

so (Ji, LEi/Ei), being completed determined as an automorphism of LEi by its effect on L, must

be the identity. Thus Ji, being in the kernel of the Artin map on Id(ci), must be equal to

βiNLEi/Ei(Bi)

where βi ≡ 1 (mod ∗ci) and Bi is relatively prime to f and all the mi. We now take the norm back

down to K to get

psii b
di = NEi/K(Ji) = NEi/K(βi)NEi/K(NLEi/Ei(Bi))

with NEi/K(βi) ≡ 1 (mod ∗f) and

NEi/K(NLEi/Ei(Bi)) = NLEi/K(Bi) = NL/K(NLEi/L(Bi)) ∈ N(f)

Now just multiply all the psii b
di together to get that

abd1+···+dr ∈ PfN(f)

We’re almost done. Since

1 = (a, L/K) = σd1+···+dr

we have that n = [L : K] must divide d1 + · · ·+ dr. Hence bd1+···+dr is a norm from L, necessarily

in N(f).
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4.5 The Artin map for ideles

Since we have proved what we wanted for cyclic extensions, we can now do so for arbitrary abelian

extensions.

Theorem 17. Let L/K be abelian, and m an admissible cycle for L/K. The Artin map, as defined

on Id(m), has kernel PmN(m), and

[L : K] = [IK : K∗NL/K(IL)] = [Id(m) : PmN(m)]

Proof. Proposition 8 and Theorem 16.

Now we can define the Artin map on ideles. Let m be admissible. Recall the definition of Hm

(Section 1). We first define

Φ : Hm → Gal(L/K)

by

Φ(α) =
∏

v-m,v<∞

(pv, L/K)ordv α

Of course this is a finite product. There is an obvious analogy between the Artin map on Id(m)

and that on Hm, and we can immediately transfer some results over. For example, Φ is surjective,

and by Theorem 16 we can see that Φ is trivial on K∗ ∩Hm.

We will now extend Φ to all of IK . Let α be an idele. By Lemma 3, there is an x ∈ K∗

and a β ∈ Hm such that α = xβ. We then define Φ(α) to be Φ(β). This is well defined: if

x1 ∈ K∗, β1 ∈ Hm, and xβ = x1β1, then Φ(ββ−1
1 ) = 1, because ββ−1

1 = xx−1
1 ∈ K∗ ∩Hm.

Furthermore, Φ is independent of the choice of admissible cycle m, because if c is another

admissible cycle, then Hm ∩Hc = Hl, where l is the least common multiple of m and c, and this is

admissible.

Theorem 18. The Artin map Φ : IK → Gal(L/K) has the following properties:

(i) Φ is surjective with kernel K∗NL/K(IL).

(ii) If v is unramified, and x ∈ K∗v , then Φ maps x (interpreted as the idele (..., 1, x, 1, ...)) to

(pv, L/K)ordv(x).

(iii) Φ is continuous.

(iv) Φ is the unique continuous homomorphism IK → Gal(L/K) which is trivial on K∗ and

satisfies (ii).

Proof. (i) and (ii) follow from looking at the isomorphism given in Theorem 6, but it is also not

difficult to prove these directly using Theorem 16. (iii) follows from (i), since K∗NL/K(IL) is open

in IK .
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For (iv), let A : IK → Gal(L/K) be a homomorphism satisfying (i), (ii), and (iv). Each K∗v

inherits its topology as a subgroup of IK , so we can restrict A to a map Av : K∗v → G(L/K). Then

A is just the product
∏
v
Av. When v is unramified and finite, Av : K∗v → Gal(L/K) does what we

want by (iv).

When v is ramified and finite, restrict Av to a continuous map O∗v → Gal(L/K). The preimage

of {1} is an open and closed subgroup of O∗v , necessarily containing 1 + pnv for some n ≥ 1. We can

enlarge n to a number nv for which 1 + pnvv is also contained in the group of local norms.

When v is infinite, the preimage of 1 under the map K∗v → G(L/K) is an open and closed

subgroup of K∗v . If v is real, this can either be all of K∗v or (0,∞). If v is complex, this has to be

all of K∗v .

In any case, we can restrict A to a homomorphism on

Hc =
∏
v|c

Wv(c)

′∏
v-c

K∗v

for a suitable admissible cycle c, and here A agrees with the global Artin map. Since HcK
∗ = IK ,

A agrees with the global Artin map everywhere by (i).

Last, we will restate Proposition 1 for the idelic Artin map. The assertions are immediate.

Theorem 19. Let L/K be abelian with Artin map ΦL/K : IK → Gal(L/K). The following hold:

(i) If σ is an embedding of L into Q (not necessarily the identity on K), and x ∈ IK , then

ΦσL/σK(σx) = σΦL/K(x)σ−1

(ii) If L′ is another abelian extension of K containing L, and x ∈ IK , then the restriction of

ΦL′/K(x) to L is ΦL/K(x).

(iii) If E is a finite extension of K, and y ∈ IE, then the restriction of ΦLE/E(y) to L is

ΦL/K(NE/K(y)).

(iv) If E is an intermediate field of L/K, and y ∈ IE, then ΦL/E(y) = ΦL/K(NE/K(y)).
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5 Class Groups and Class Fields

In the last section, we went to great lengths to define an idelic Artin map

ΦL/K : IK → Gal(L/K)

for L/K. This homomorphism is surjective, and its kernel is exactly K∗NL/K(IL). Since for w | v
the local norm maps L∗w onto an open subgroup of K∗v , one can see that NL/K(IL), and moreover

K∗NL/K(IL), is an open subgroup of IK containing K∗. We will show in this chapter that every

open subgroup of IK containing K∗ is obtained from an abelian extension in this way.

In fact, the mapping

L 7→ K∗NL/K(IL)

is an order reversing bijection between finite abelian extensions of K and finite index open subgroups

of IK containing K∗. This is a remarkable fact, for it asserts that all information about abelian

extensions of K are predicated on K’s local information.

In Proposition 1, we will establish the injectivity of L 7→ K∗NL/K(IL). Given L, we will refer

to the kernel of the Artin map of L/K, i.e. K∗NL/K(IL), as the class group of L, and L as the

class field of K∗NL/K(IL).

Proposition 1. Let L1, L2 be finite abelian extensions of K with class groups H1, H2.

(i) H1 ∩H2 is the class group of L1L2.

(ii) H1H2 is the class group of L1 ∩ L2.

(iii) L1 ⊆ L2 implies H2 ⊆ H1

(iv) H2 ⊆ H1 implies L1 ⊆ L2.

(v) If E/K is finite and L/K is abelian with class group H, then N−1
E/K(H) is the class group

of LE/E.

Proof. (i): Consider the composition

IK
ΦL1L2/K−−−−−−→ Gal(L1L2/K)

j−→ Gal(L1/K)×Gal(L2/K)

where j is the injection σ 7→ (σ|L1
, σ|L2

). By the consistency property,

j ◦ ΦL1L2/K(x) = (ΦL1/K(x),ΦL2/K(x))

so (x, L1L2/K) = 1 if and only if (x, L1/K) and (x, L2/K) are both 1. Thus H1 ∩H2 is the kernel

of the Artin map for L1L2/K.
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(ii): Let N be the class group of L1 ∩ L2. Consistency (4, Proposition 1) tells us that H1H2 is

contained in N . Now

[IK : H1H2] =
[IK : H1][IK : H2]

[IK : H1 ∩H2]
=

[L1 : K][L2 : K]

[L1L2 : K]
= [L1 ∩ L2 : K]

= [IK : K∗NL1∩L2/K(IL1∩L2
)]

which gives us equality. We have used (i), as well as Galois theory and basic group theory.

(iii): Suppose that L1 ⊆ L2. Since

NL2/K(IL2
) = NL1/K(NL2/L1

(IL2
)) ⊆ NL1/K(IL1

)

multiply both sides by K∗ to get H2 ⊆ H1.

(iv): If H2 ⊆ H1, then H2 = H1 ∩ H2, so H2 is the class group of L1L2 by (i). Thus

K∗NL2/K(IL1
) = H2 = K∗NL1L2/K(IL1L2

). Now the global norm index equality tells us that

[L2 : K] = [IK : H2] = [L1L2 : K]

so L2 = L1L2, or L1 ⊆ L2.

(v): An element in Gal(LE/E) is the identity if and only if its restriction to L is the identity.

But for any x ∈ IE ,

(x, LE/E)|L = (NE/K(x), L/K)

so the assertion is obvious.

We are a long way from proving the surjectivity of L 7→ K∗NL/K(IL), but we can already find

class fields of large subgroups of IK .

Lemma 2. Let H ⊆ H1 be open subgroups of IK containing K∗. If H has a class field, then so

does H1. Specifically, if H = K∗NL/K(IL) for L/K abelian, then H1 is the class group of the fixed

field of H under the image of the ΦL/K .

Proof. Let L1 be the fixed field of ΦL/K(H1), so ΦL/K(H1) = Gal(L/L1). Since H1 is a subgroup

containing the kernel of ΦL/K , we have H1 = Φ−1
L/K(ΦL/K(H1)).

Now ΦL1/K is the restriction of ΦL/K to L1. So an x ∈ IK lies in the kernel of ΦL1/K if and

only if the restriction of ΦL/K(x) to L1 is trivial, if and only if ΦL/K(x) ∈ ΦL/K(H1), if and only

if x ∈ H1.
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5.1 Kummer Theory

We will briefly introduce the notion of duals in abelian groups, which is similar to that of dual

vector spaces. There is a theory of duals over arbitrary modules, but there is no reason for us to

introduce such a general concept. Let A,B be (multiplicative) abelian groups, and let

τ : A×B → C∗

be a bilinear mapping. This is to say that τ is a homomorphism in each slot (obviously this is

different from saying that τ is a homomorphism from the product group). Normally, the dual of A

(regarded as a Z-module) is understood as the group HomZ(A,Z), but here we will define the dual

of A to be HomZ(A,C∗). Denote the dual by A∗.

Lemma 3. If A is finite, then A∗ ∼= A.

Proof. If |A| = m, then a homomorphism from A into C∗ is the same as a homomorphism into the

group of mth roots of unity, which is cyclic of order m. So A∗ ∼= HomZ(A,Z/mZ). We know that

HomZ(Z/nZ,Z/mZ) ∼= Z/dZ, where d is the greatest common divisor of m and n. Also finite direct

sums commute with the functor Hom(−,Z/mZ). It follows that if we decompose A into a direct

sum of prime power cyclic groups Z/peZ with pe | m, we obtain the given isomorphism.

Let n be an integer. We say that a (multiplicative) abelian group G has exponent n if xn = 1

for all x ∈ G. An abelian extension of fields is said to be of exponent n if its Galois group is.

Let K be a number field, which contains all the nth roots of unity. If a ∈ K, and n
√
a ∈ C is an

nth root of a (that is, a root of the polynomial Xn − a), then the remaining roots of Xn − a are

exactly n
√
aζi, i = 1, 2, ..., n− 1 where ζ ∈ K is a primitive nth root of unity. So given an a ∈ K∗,

either all or none of its n nth roots also lie in K∗.

The set

K∗n = {xn : x ∈ K∗}

is a subgroup of K∗. It is the set of a ∈ K whose nth roots all lie in K. Suppose D is a subgroup

of K∗, with K∗n ⊆ D and [D : K∗n] finite. Let α1, ..., αm be a set of coset representatives for K∗n

in D, with n
√
αi ∈ C any nth root of αi. We then set

KD = K( n
√
α1, ..., n

√
αm)

Since the nth roots of unity lie in K, we see that KD/K is Galois, and is the same field regardless

of the choice of nth root of any αi. Furthermore each K( n
√
αi), and hence the composite KD, is a

finite abelian extension of exponent n of K (why?).

Finally, the choice of representatives αi does not matter, because in fact KD is equal to K

adjoined with all the nth roots of all the elements of D. For if n
√
a is an nth root of some a ∈ D,
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we can write a = xαi for some i and some x ∈ K∗n. Then n
√
a is an nth root of x times an nth

root of αi, both of which lie in KD.

Lemma 4. Conversely, any finite abelian extension of K is equal to KD for some subgroup

D ⊇ K∗n with [D : K∗n] finite. The abelian extensions of K are then in bijection with the given

subgroups.

Proof. If L/K is abelian of exponent n, then L is a finite compositum of cyclic extensions, and

every cyclic extension of K can be obtained by taking an nth root of an element in K (why?). So

L = K( n
√
α1, ..., n

√
αn) with αi ∈ K. If we then let D be the subgroup of K∗ generated by K∗n and

α1, ..., αn, then [D : K∗n] is finite with L = KD.

We have established that the mapping D 7→ KD is surjective, and injectivity is pretty clear.

A pair (D,KD) can also be understood as a pair (G,H), where G = Gal(KD/K) and H =

KD/K
∗n. For σ ∈ G and d ∈ H for d ∈ D, we will define a bilinear mapping

τ : G×H → C∗

by τ(σ, d) = σ
n√
d

n√
d

, where n
√
d is an nth root of d. The choice of root n

√
d does not matter: any other

nth root of d is equal to ζk n
√
d, and σ(ζk) = ζk. The choice of coset representative similarly does

not matter.

Theorem 5. There are natural isomorphisms

G ∼= H∗

and

H ∼= G∗

Thus the groups G,H and their duals are all isomorphic to each other, and so

[KD : K] = [D : K∗n]

Proof. Given σ ∈ G, we define σ∗ ∈ H∗ by the formula σ∗(d̄) = τ(σ, d̄). To show this homomor-

phism is injective, suppose that σ∗ is the identity of H∗, which is to say that τ(σ, d̄) = 1 for every

d̄ ∈ H. In other words, σ n
√
d = n

√
d for every d ∈ D. Since KD is generated by all nth roots of all

elements of D, it follows that σ is the identity on KD, which implies σ = 1 since KD/K is Galois.

The injection H → G∗ is similarly established. Combining a pigeonhole argument with Lemma

1, we see that the maps are also surjective, and we obtain the given isomorphisms.
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5.2 The existence theorem

Proposition 6. Let K be a number field which contains all the nth roots of unity, and S a finite

set of places of K containing all the archimedean ones as well those which divide n. Also assume

S is large enough so that K∗ISK = IK . If x is an nth power in K∗v for all v ∈ S, and ordv(x) = 0

for all v 6∈ S, then x is an nth power in K.

Proof. Let L = K( n
√
x) for some nth root n

√
x of x. Let v be a place of K which is not in S, and w

a place of L lying over v. We claim that v is unramified in L. We can identify Lw = Kv( n
√
x). Since

x is a unit at v, n
√
x is an integral generator of Lw/Kv, so we can apply the theory of the different.

Let f(X) = Xn − x, and µ(X) the minimal polynomial of n
√
x over Kv. Then µ(X) divides f(X),

hence µ′( n
√
x) divides f ′( n

√
x) = n n

√
x
n−1

. The different D(Lw/Kv) is the ideal of Ow generated

by all g′(β), where β ∈ Ow, Lw = Kv(β), and g is the minimal polynomial of β over Kv. Then

n n
√
a
n−1OL ⊆ µ′( n

√
a)OL ⊆ D(Lw/Kv)

so

0 ≤ ordw D(L/K) ≤ ordw(n n
√
x
n−1

) = ordw(n) + (n− 1) ordw( n
√
x)

with ordw(n) = ordv(n) = 0, since all the places corresponding to primes dividing n are in S, and

ordw( n
√
x) = 0 since x is a unit in O∗v , and hence n

√
x is a unit in O∗w. Thus ordw D(L/K) = 0,

which implies that v is unramified. Thus the local norm O∗w → O∗v is surjective by the local norm

index inequality.

Now, if v is in S, the fact that x is an nth power in K∗v means that Lw = Kv for any w | v. Thus

v splits completely, and in fact we have shown that L/K is an unramified extension (so if K = Q
and n = 2, we are already done). So the local norm Nw/v : Lw → Kv is surjective (actually, the

identity map) for v ∈ S. We have ultimately shown that ISK ⊆ NL/K(IL), which implies

IK = K∗ISK ⊆ K∗NL/K(IL)

and hence IK = K∗NL/K(IL). Thus L = K by the global norm index equality.

Assume the hypothesis of the previous proposition. Recall that the S-units of K, denoted KS ,

is the group consisting of all x ∈ K∗ for which ordv(x) = 0 for all v 6∈ S. If we identify K∗ as being

contained in the ideles, then KS is the same thing as K∗ ∩ ISK . Also, let

B =
∏
v∈S

K∗nv
∏
v 6∈S

O∗v
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Proposition 7. Assuming the hypothesis above, let s be the cardinality of S, and L = K( n
√
x : x ∈

KS). Then L is the class field of K∗B, and [L : K] = ns.

Proof. The field L is also equal to K adjoined with all the nth roots of K∗nKS , so Kummer theory

tells us that L/K is Galois of exponent n with [L : K] = [K∗nKS : K∗n]. Obviously Kn
S = KS∩K∗n,

and using the second isomorphism theorem we get

K∗nKS/K
∗n ∼= KS/(K

∗n ∩KS) = KS/K
n
S

Let s be the cardinality of s. It is a corollary of the unit theorem (see 1, Corollary 3) that

[KS : Kn
S ] = ns.

We want to show that K∗B = K∗NL/K(IK). First, we claim that B and hence K∗B is contained

in K∗NL/K(IK). To see this, note that by the same argument as in the previous lemma, any v 6∈ S
is unramified in L. For L is a finite compositum of fields of the form K( n

√
x) for x ∈ KS , we proved

that v was unramified in K( n
√
x), and a finite compositum of unramified extensions is unramified.

Thus the local norm Nw/v : O∗w → O∗v is surjective for v 6∈ S. Also for v ∈ S, if α ∈ K∗v is an nth

power, the fact that Gal(L/K) has exponent n means that α (viewed as an idele) lies in the kernel

of the Artin map, i.e. in K∗NL/K(IL). It follows that for x ∈ B, we may write x as

(αn1 , ..., α
n
s , Nw1/v1

(αv1
), Nw2/v2

(αv2
), ...)

(v1, v2, ... are the places not in S), and this is clearly contained in K∗NL/K(IL).

Now that we have shown one inclusion, equality will follow once we show that the index [IK :

K∗B] is equal to [IK : K∗NL/K(IL)] = [L : K] = ns. The previous lemma tells us that B∩K∗ = Kn
S .

Also ISK ∩K∗ = KS , so [ISK ∩K∗ : B ∩K∗] = [KS : Kn
S ], which as we said equals ns.

Also, ISK modulo B is clearly isomorphic to
∏
v∈S

K∗v/K
∗n
v . Since K contains the nth roots of

unity, the formula from 3, Theorem 10 tells us that [K∗v : K∗nv ] = n2

||n||v . We specified that n is a

unit outside of S, so the product formula tells us that 1 =
∏
v∈S
||n||v. Hence

[ISK : B] =
∏
v∈S

n2

||n||v
= n2s

We then have

[IK : K∗B] = [K∗ISK : K∗B] =
[ISK : B]

[ISK ∩K∗ : B ∩K∗]
=
n2s

ns
= ns

Corollary 8. Let K be a number field which contains the nth roots of unity, and H an open
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subgroup of IK which contains K∗. If IK/H has exponent n, then H has a class field.

Proof. The nth power of any idele will be in H. Take S,B as in the previous proposition. Recall

that we may embed K∗v in IK by the mapping x 7→ (..., 1, x, 1, ...). Under this mapping, we have

O∗v ⊆ H for almost all v (why?), so we may enlarge S to include all those v for which this is not

the case. Let S = {v1, ..., vt}. Given an x ∈ B, we may write x as

y ·
t∏
i=1

(..., 1, xvi , 1, ...)

where yv = 1 for v ∈ S and yv ∈ O∗v for v 6∈ S. The elements xvi are nth powers, so we can plainly

see that x ∈ H. So B, and hence K∗B, is contained in H. By Lemma 2, the fact that K∗B has a

class field means that H also has one.

We’re now ready to prove the surjectivity of the mapping L 7→ K∗IK . But before we do, we

prove another result which will be used in local class field theory. Although logically the statement

of following proposition belongs in the next section, its proof is so similar to the arguments in

Proposition 7 that we place it here.

Proposition 9. Let L/K be abelian with class field H, and v0 a place of K for which K∗v0
⊆ H.

Assume that K contains the nth roots of unity and Gal(L/K) ∼= IK/H has exponent n. Then v0

splits completely in L.

Proof. The proposition is still true if we don’t assume that K contains the nth roots of unity or

that L/K has exponent n. The general case will be proved with local class field theory, and Lang’s

proof (which we are following) requires this special case.

Let S be a finite set of places containing v0, all the archimedean and ramified places, all those

dividing n, and enough other places so that IK = K∗ISK . We let

B1 = K∗v0
×

∏
v∈S\{v0}

K∗nv ×
∏
v 6∈S

O∗v

B2 = K∗nv0
×

∏
v∈S\{v0}

K∗v ×
∏
v 6∈S

O∗v

B =
∏
v∈S

K∗nv
∏
v 6∈S

O∗v

We see that B1 ∩ B2 = B. We will use the same computations involving B which we did in

Proposition 7. Since IK/H has exponent n, we have K∗B1 ⊆ H (just look at it locally), so the
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class field L1 to K∗B1 contains L. We will construct L1 explicitly and show that v0 splits completely

here. What we want will follow: v0 will split completely in L.

Let D1 = K∗ ∩B1 and D2 = K∗ ∩B2. We have

Kn
S ⊆ D1 ∩K∗n ⊆ B ∩K∗n = Kn

S

where the last equality follows from Proposition 6. Hence D1 ∩ K∗n = Kn
S , and by an identical

argument, D2 ∩K∗n = Kn
S .

Now, consider the fields K( n
√
D1) and K( n

√
D2). We have

[K( n
√
D2) : K] = [D2K

∗n : K∗n] = [D2 : D2 ∩K∗n] = [D2 : Kn
S ]

where the first equality is the correspondence from Kummer theory. By an identical argument,

[K( n
√
D1) : K] = [D1 : Kn

S ].

We let H1 be the class field of K( n
√
D2)/K. By a standard argument, for example the one

invoked in the proof of Proposition 7, K( n
√
D2)/K is unramified outside of S. Also, v0 splits

completely in K( n
√
D2). This is clear, because Kv0

( n
√
D2)/Kv0

is obtained from Kv0
by adjoining

roots of the equation Xn − x, where x ∈ D2 is already an nth power in Kv0
. Thus K∗B1 ⊆ H1

(just look at it locally; clearly K∗v0
is contained in the kernel of the Artin map, since any element

therein is trivially a local norm). Thus

[K( n
√
D2) : K] = [IK : H1] ≤ [IK : K∗B1]

= [K∗ISK : K∗B1] =
[IK : B1]

[K∗ ∩ ISK : K∗ ∩B1]

Now ISK/B1 is clearly isomorphic to
∏

v∈S\{v0}
K∗v/K

∗n
v . Also,

[K∗ ∩ ISK : K∗ ∩B1] = [KS : D1] =
[KS : Kn

S ]

[D1 : Kn
S ]

=
ns

[K( n
√
D1) : K]

where s is the cardinality of S. The numerator of this last expression comes from the unit theorem,

and the denominator we just proved from Kummer theory. Thus

[K( n
√
D2) : K] ≤ [IK : K∗B1] ≤

∏
v∈S\{v0}

[K∗v : K∗nv ]

ns
[K( n

√
D1) : K]

By an identical argument, K( n
√
D1)/K is unramified outside of S, with all the places in S \ {v0}
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splitting completely, so the class field of K( n
√
D1)/K contains K∗B2, getting us

[K( n
√
D1) : K] ≤ [IK : K∗B2] =

[K∗v0
: K∗nv0

]

ns
[K( n

√
D2) : K]

By Proposition 7,
∏
v∈S

[K∗v : K∗nv ] = n2s, so we multiply to get

[K( n
√
D2) : K][K( n

√
D1) : K] ≤ [IK : K∗B1][IK : B2] ≤ [K( n

√
D1) : K][K( n

√
D2) : K]

so we must have equality. Not only above: we can see that every inequality we have written in the

proof must be an equality. In particular, [IK : H1] = [IK : K∗B1], so K∗B1 must be the class field

of K( n
√
D2). Since v0 splits completely in K( n

√
D2), we are done.

Theorem 10. (Takagi existence theorem) Let K be a number field, and H an open subgroup of IK
containing K∗. Then H has a class field.

Proof. We prove a special case first. Suppose L is a cyclic extension of K. Since H contains K∗,

the preimage N−1
L/K(H) is an open subgroup of IL containing L∗. We claim that if N−1

L/K(H) has a

class field (over L), then H will also have a class field over K. For suppose F/L is the class field of

N−1
L/K(H), so N−1

L/K(H) = L∗NF/L(IF ). We have

NF/K(IF ) = NL/K(NF/L(IF )) ⊆ NL/K(L∗NF/L(IF )) = NL/K(N−1
L/K(H)) ⊆ H

and so K∗NF/K(IF ) ⊆ H. We will want to use Lemma 4 to conclude that H has a class field

(namely the fixed field of the image of H under the Artin map ΦF/K). But we can only do this we

establish that F/K is abelian.

To show F/K is Galois, let φ be a K-embedding of F into C. It suffices to show that φ(F ) = F .

Since φ maps L to itself, it also uniquely extends to a Kv-automorphism of Fw for any extension

of places w | v. It is easy to see then that φN−1
L/K(H) = N−1

L/K(H). We remarked earlier that

φN−1
L/K(H) will be the class field of φ(F ) over φ(L) = L. By uniqueness, it follows that φ(L) = L.

To show F/K is abelian, we already know that Gal(F/L) is abelian. So it suffices to show that

τσ = στ , where τ is an arbitrary element of Gal(F/L) and σ is an element of Gal(F/K) whose

restriction to L generates Gal(L/K). The Artin map is surjective, so we can find an x ∈ IL for

which τ = (x, F/L). The idele norm NL/K of σ(x)/x is 1 ∈ H, so x ∈ N−1
L/K(H). But N−1

L/K(H) is

the kernel of the Artin map ΦF/L, so (σ(x), F/L)) = (x, F/L). Thus:

στσ−1 = σ(x, F/L)σ−1 = (σ(x), σ(F )/σ(L)) = (σ(x), F/L) = σ

For the general case, we know that IK/H is finite, so it must have some exponent n. Letting ζ
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be a primitive nth root of unity, there exist fields F1, F2, ... such that each extension in the chain

K ⊆ F1 ⊆ · · · ⊆ Fr = K(ζ)

is cyclic. The group H1 = N−1
K(ζ)/K(H) is an open subgroup of IK(ζ) which contains K(ζ)∗, and

furthermore one can see that IK(ζ)/H1 has exponent n. Thus H1 has a class field over Fr = K(ζ)

by Corollary 6. But

H1 = N−1
Fr/Fr−1

(N−1
Fr−1/K

(H))

with Fr/Fr−1 cyclic, so the argument we have given just above shows that N−1
Fr−1/K

(H) has a class

field over Fr−1. But

N−1
Fr−1/K

(H) = N−1
Fr−1/Fr−2

(N−1
Fr−2/K

(H))

with Fr−1/Fr−2 cyclic, so N−1
Fr−2/K

(H) has a class field over Fr−2. Iterating this argument, we

obtain a class field for H.
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6 Some local class field theory

In global class field theory, one gives a correspondence between abelian extensions of a given number

field K and open subgroups of the ideles which contain K∗. Local class field theory gives an

analogous correspondence between abelian extensions of a given local field and open subgroups of

its units. We will not prove all the main theorems of local class field theory. We will, however,

prove the main results about local norm index equalities.

To begin with, we recall that every finite extension of Qp occurs as the completion of some

number field. In fact, every abelian extension of p-adic fields E/F can be obtained from an abelian

extension of global fields. To see this, let L0 be a number field whose completion at some place w0

is E. We can regard L0 as a dense subfield of E. Then let L be the composite of all σL0, where

σ ∈ Gal(E/F ). Then L is also dense in E, and if we take K to be the fixed field of Gal(E/F ) in L,

then K will be dense in F . Then w0 lies over a place v of K for which Kv = F , and we also have

Lw = E for any w lying over w0. Work out the details as an exercise.

Thus to discuss abelian extensions of local fields, we will begin by taking abelian extensions of

number fields. This allows us to bring in machinery from global class field theory.

Lemma 1. Let L/K be an abelian extension of number fields. If v is a place of K which splits

completely in L, then K∗v ⊆ K∗NL/K(IL).

Proof. For a place w of L lying over v, we have Lw = Kv, so the local norm Nw/v is just the identity

map. Thus any x ∈ K∗v is equal to the norm of the local idele (x, 1, ..., 1) ∈
⊕
w|v

L∗w.

The converse is also true, but it is harder to prove. We do it later this in this section.

Just as we have defined a global Artin map ΦL/K : IK → Gal(L/K), for places w/v we will

define a corresponding local Artin map Φw/v : K∗v → Gal(Lw/Kv). There is a natural way to

define this from the global map, namely via the composition

K∗v → IK → Gal(L/K)

The Galois group of Lw/Kv is essentially just the decomposition group Gal(L/K)v, each K-

automorphism of L therein extending uniquely to a Kv-automorphism of Lw. Our first goal is

then to show that the above composition actually maps K∗v into the decomposition group. This is

done as follows:

Let Z be the decomposition field. For an x ∈ K∗v , we want to show that (x, L/K) is in

Gal(L/K)v. Since v splits completely in Z, x = NZ/K(y) for some y ∈ IZ . But then

(x, L/K) = (NZ/K(y), LZ/K) = (y, L/Z) ∈ Gal(L/Z) = Gal(L/K)v
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When v is unramified, it is easy to see what the Artin map does: there exists an admissible

subgroup W depending on a set S containing only ramified places, so Φw/v(uπ
m
v ) = (pv, L/K)m.

When v is ramified, the local map is more mysterious. Given an x ∈ K∗v , one finds some y ∈ K∗v for

which the product xy lies in H, so then Φ(x) =
∏
v′ 6∈S

(pv′ , L/K)ordv′ (xy). Other treatments of local

class field theory give a more explicit description of the local Artin map.

The main result proved in the next theorem immediately gives the full complete splitting theo-

rem. But its proof makes use of the special case we just considered.

Proposition 2. Let L/K be abelian, v a place of K. The local Artin map Kv → Gal(L/K)v is

surjective.

Proof. Let Z be the decomposition field of v in L/K. If the image of K∗v under the Artin map is

properly contained in Gal(L/K)v = Gal(L/Z), then the fixed field of this image properly contains

Z. We may then find a subfield F of this latter fixed field which has prime degree p over Z.

Let v0 be a place of Z lying over v. Since v splits completely in Z, the fields Kv and Zv0 are

the same.

It follows that if the local Artin map K∗v → Gal(L/K)v is not surjective, neither is the com-

position Z∗v0
→ IZ → Gal(L/Z). Hence neither is the composition Z∗v0

→ IZ → Gal(F/Z). But

Gal(F/Z) has prime order, so the map we just mentioned is trivial.

Now, let ζ be a primitive pth root of unity, and v1 a place of Z(ζ) lying over v0. If x ∈ Z(ζ)∗v1
,

then the restriction of (x, F (ζ)/Z(ζ)) to F is

(NZ(ζ)/Z(x), F/Z) = (Nv1/v0
(x), F/Z) = 1

Thus (x, F (ζ)/Z(ζ)) is trivial on F and, since it already fixes ζ, it must be the identity on F (ζ).

Hence the Artin map ΦF (ζ)/Z(ζ) is trivial on Z(ζ)∗v1
, i.e. Z(ζ)∗v1

is contained in the class group of

F (ζ)/Z(ζ).

Of course Z(ζ) contains the pth roots of unity. And IZ(ζ) modulo Z(ζ)∗NF (ζ)/Z(ζ)(IF (ζ)) has

exponent p. This is clear, because any extension of completions of F (ζ) over Z(ζ) has degree either

1 or p. So we may apply the case of the splitting theorem we just proved above to get that v1 must

split completely in F (ζ). Now, ev(F/K) = ev0
(F/Z) divides

ev(F (ζ)/Z) = ev(F (ζ)/Z(ζ))e(Z(ζ)/Z) = e(Z(ζ)/Z)

which itself divides [Z(ζ) : Z], which divides p − 1. But ev(F/Z) is either 1 or p, so it must be 1.

Similarly the inertia fv(F/Z) is 1. Thus v splits completely in F , which is a contradiction, since Z

is the largest subfield of L in which v splits completely.
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Corollary 3. (Complete splitting theorem Let L/K be an abelian extension, and v a place of K.

Then v splits completely in L if and only if K∗v is contained in the class group of L/K.

Proof. We already proved the implication ⇒. Conversely if K∗v is contained in the class group of

L/K, i.e. the kernel of the Artin map ΦL/K , then (x, L/K) = 1 for all x ∈ K∗v . But every member

of Gal(L/K)v is mapped to by some x ∈ K∗v by the previous theorem. Hence Gal(L/K)v is trivial,

i.e. v splits completely.

Corollary 4. For an abelian extension of p-adic fields K/k, we have

[K : k] = [k∗ : NK/k(K∗)]

Proof. This local principle is proved using global arguments, so let us write our extension of fields

Lw/Kv as we have been instead of K/k. We already have ”half” of each of the three claims, namely

the local norm inequalities and the fact that Nw/v(L
∗
w) is clearly contained in the kernel of the

Artin map. By the surjectivity in Proposition 12 we have:

[Lw : Kv] = |Gal(Lw/Kv)| = [K∗v : Ker Φw/v] ≤ [K∗v : Nw/v(L
∗
w)] ≤ [Lw : Kv]

This also shows that Nw/v(L
∗
w) is exactly the kernel of the local Artin map.

Just as we have formulated a local condition for v to split completely, we also have a local

condition on when v is merely unramified.

Theorem 5. The image of O∗v under the local Artin map is the inertia group. Moreover, if H =

K∗NL/K(IL), then v is unramified if and only if O∗v ⊆ H.

Proof. Let T be the inertia field, and w/v′/v an extension of places for K ⊆ T ⊆ L. All the

ramification of v occurs in the extension L/T , which has degree e(w/v) = e(w/v′). Hence if we take

a prime element in Lw and apply the norm Nw/v′ , we obtain an associate in Ov′ of its e(w/v′)th

power, which is prime in Ov′ . So there is a uniformizer π of T which is a norm, i.e. which is in the

kernel of the local Artin map T ∗v′ → Gal(L/T )v′ = Gal(L/T ) (all the splitting happens in T/K, so

Gal(L/T ) is its own decomposition group with respect to v′).

We know that the local Artin map is surjective, and here the map is trivial on a uniformizer.

It follows that surjectivity is accomplished by the units O∗v′ , i.e. the image of O∗v′ under the Artin

map of L/T is Gal(L/T ). But the image of O∗v′ under the Artin map of L/T is the same as the

image of NT/K(O∗v′) = Nv′/v(O∗v′) under the Artin map of L/K. The fact that v is unramified in

T gives us that Nv′/v(O∗v′) = O∗v , so the first claim is proved.

For the second claim, the fact that the mapping from O∗v to the inertia group is surjective means

that O∗v is contained in H if and only if the inertia group is trivial, if and only if v is unramified.
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Corollary 6. For an abelian extension of p-adic fields K/k, we have

[O∗k : NK/k(O∗K)] = e(K/k)

The main result of local class field theory (if we avoid infinite extensions) is this:

Let E be a p-adic field. If F is a finite abelian extension of E, there is a well defined surjective

homomorphism E∗ → Gal(F/E), called the local Artin map, whose kernel is NF/E(F ∗). The map

F 7→ F ∗ gives an order preserving bijection between open subgroups of O∗E and finite abelian exten-

sions of E.

As far as we know, we cannot quite prove the main result of local class field theory using the

global ones. Everything we are doing is in terms of global parameters. We obtain the local Artin

map for an abelian extension of local fields E/F by assuming E = Lw, F = Kv, and L/K abelian.

The local Artin map F ∗ → Gal(E/F ) is then just the restriction of the global Artin map from

L/K. So we have the immediate problem of showing that this local map is independent of the

global parameters. We were unsuccessful in proving this. Let us state the result we want.

Theorem 7. Let E/F be an abelian extension of p-adic fields. The Artin map ΦE/F : F ∗ →
Gal(E/F ) is defined by finding an abelian extension of number fields L/K and an extension of

places w | v such that Lw = E and Kv = F . The Artin map is independent of the chosen global

extension L/K.

The usual way of resolving this problem is to develop local class field theory in a purely local

fashion, e.g. Lubin-Tate formal groups. Assuming this is done, we easily get the following results:

Proposition 8. Let E/F be an abelian extension of p-adic fields. The following properties hold:

(i) If σ : E → F is an embedding (not necessarily the identity on F ), and x ∈ F ∗, then

ΦσE/σF (σx) = σΦE/F (x)σ−1.

(ii) If E′ is an abelian extension of F containing E, and x ∈ F ∗, then the restriction of ΦE′/F (x)

to E is Φ(E/F ).

(iii) If M is a finite extension of F , and y ∈ M∗, then the restriction of ΦME/M (y) to F is

ΦE/F (NM/F (y)).

(iv) If M is an intermediate field of E/F , and y ∈ M∗, then the restriction of ΦE/M (y) to K

is ΦE/F (NM/F (y)).

Proof. Restrict the global Artin map.

We know that the kernel of the Artin map ΦE/F : F ∗ → Gal(E/F ) is NE/F (E∗). As in the
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global case, we call NE/F (E∗) the class group belonging to E, and E the class field of the open

subgroup NE/F (E∗).

Proposition 9. The map E 7→ NE/F (E∗) gives an order preserving injection from the (finite)

abelian extensions of F into the open subgroups of F ∗. The class group of a compositum (resp.

intersection) of abelian extensions is the intersection (resp. compositum) of the class groups.

Proof. Same as in the global case.

The surjectivity of the correspondence E 7→ NE/F (E∗) is, as in Section 5, the difficult part.

Given an open subgroup H of finite index in F ∗, we want to find an abelian extension E of F for

which NE/F (E∗) = H. Fortunately, the proofs from 5, Lemma 2 and 5, Theorem 10 carry over

identically to local fields, and allow us to reduce to the case where F contains the nth roots of

unity, and H is of exponent n (that is, F ∗n ⊆ H).

Theorem 10. The correspondence E 7→ NE/F (E∗) is surjective.

Proof. We just mentioned how to reduce the problem to where F contains the nth roots of unity,

and our given open subgroup H of finite index in F ∗, which we want to show is the norm group of

some finite abelian extension, can be assumed to contain F ∗n. As in 5, Lemma 2, all we have to

do is argue that F ∗n itself has a class field. Let E be the adjunction to F of all the nth roots of

elements of F . By Kummer theory, this is a finite abelian extension of F with

[F ∗ : F ∗n] = [E : F ] = |Gal(E/F )|

Now Gal(E/F ) has exponent n, so F ∗n is contained in the kernel K = NE/F (E∗) of the Artin map

for E/F . But also

[E : F ] = [F ∗ : K]

so in fact F ∗n = K.
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7 Applications of global class field theory

7.1 The Kronecker-Weber theorem

Let c be a cycle of K. Without reference to any admissibility, we can define the subgroups Hc,Wc ⊆
IK defined earlier. Now Wc is open, so K∗Wc is an open subgroup of IK containing K∗. Hence

there exists a unique class field M to K∗Wc, this is to say a finite abelian extension of K such that

K∗Wc is the kernel of the Artin map for M/K. We call M the ray class field of c. There is not a

bijection between cycles and abelian extensions: we can have K∗Wc = K∗Wc′ for a different cycle

c′.

Proposition 1. Let L be another abelian extension of K. Then L ⊆M if and only if c is admissible

for L/K.

Proof. First suppose that c is admissible for L/K. Then, the Artin map for L/K is trivial on Wc.

Just look at how the Artin map is defined on the ideles. Thus the Artin map for L/K is trivial on

K∗Wc. Thus the kernel of the Artin map for M/K is contained in the kernel of that for L/K. By

the order reversing correspondence of class groups and class fields, we get L ⊆M .

Conversely, suppose that L ⊆M . Recall our definition of Wc:

Wc =
∏
v|c

Wc(v)
∏
v-c

Uv

where Wc is 1 + p
c(v)
v or (0,∞), and Uv is O∗v or K∗v , depending on whether v is finite or infinite.

Already the generalized ramified places of L/K divide c: if v ramifies in L, then it ramifies in M ,

and it is clear that c has to be divisible by all the generalized ramified places of M/K in order for

Wc to be contained in the kernel of the Artin map on M/K. For if v ramifies in M , then the local

Artin map for M/K on O∗v (or K∗v if v is real and ramified) is not the trivial map.

For v | c, let x ∈ Wc(v). To complete the proof that c is admissible, we must show that x is a

local norm at v. If we look at the idele α = (x, 1, 1, ...) ∈ Wc, then ΦM/K(α), and hence ΦL/K(α),

is trivial. But for w | v, we have

1 = ΦM/K(α) = Φw/v(x)

where Φw/v is the local Artin map. But the kernel of the local Artin map for Lw/Kv is the norm

group of L∗w, so x must be a norm.

This proposition gives a clearer picture of why admissibility is important. Earlier, we saw it

was essential to the transfer principle between ideles and ideals, and now, we see it as a tool in

classifying abelian extensions: any open subgroup of IK contains Wc for some large subgroup c

(prove this as an exercise), so every abelian extension of K is contained in a ray class field.
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Proposition 2. Let c be a cycle of K. There are isomorphisms

IK/K∗Wc
∼= Hc/(K

∗ ∩Hc)Wc
∼= Id(c)/Pc

Proof. For the first map, we have a surjective homomorphism

Hc → IK/K∗Wc

by the identity IK = K∗Hc. The kernel of this map is Hc ∩K∗Wc, which clearly contains (K∗ ∩
Hc)Wc. Conversely if xα ∈ Hc∩K∗Wc for x ∈ K∗ and α ∈Wc ⊆ Hc, then x is in Hc, hence K∗Hc.

This establishes the first isomorphism.

The second isomorphism is even easier to establish.

The next theorem gives a very important example of a ray class field. We will prove it using

a cardinality argument, the previous lemma, and the following ray class group: if m is an integer,

and c is the cycle of Q which is the formal product of m and the unique infinite place of Q, then

the quotient Id(c)/Pc is isomorphic to (Z/mZ)∗.

To see this, note that we can identify Id = Id(Q) with the group of nonzero rational numbers,

and under this identification, Id(c) consists of those positive rational numbers which are units at

the primes dividing m. Any positive rational number a
b , for a, b ∈ N, Then Pc just consists of those

positive rational numbers a
b (for a, b ∈ N) with ab−1 ≡ 1 (mod m), where b−1 is an inverse of b

modulo m. Thus Pc is the kernel of the surjective homomorphism

Id(c)→ (Z/mZ)∗,
a

b
7→ ab−1

If c consisted only of m, and not the infinite place, then Id(c)/Pc is isomorphic to (Z/mZ)∗ modulo

the subgroup {1,−1}.

Proposition 3. Let K = Q, and let m be an integer. Let c be the cycle which is the formal product

of m with the unique infinite place. Then Q(ζm) is the ray class field of Q∗Wc.

Proof. First suppose that m is a prime power, say pe. Since we do not yet know that c is admissible,

let e1 be a larger integer than e such that c1, the formal product of pe1 with the unique infinite place,

is admissible for Q(ζm). Let x ∈ 1 + peZp. If we look at the idele α = (x, 1, 1, ...), we can fine-tune

the proof of (?) to produce a positive integer a with the property that aα ≡ 1 (mod ∗c1) (and hence

aα ≡ 1 (mod ∗c)). In that case, we know how to compute the Artin map of aα = (ax, a, a, ...). It

is just the map

ζpe 7→ ζape

Now ax and x are both ≡ 1 (mod pe). We can conclude that a ≡ 1 (mod pe) as well. Hence
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ζape = ζpe , and we then have

ΦQ(ζm)/Q(x, 1, 1, ...) = ΦQ(ζm)/Q(ax, a, a, ...) = (ζpe 7→ ζape) = 1

Similarly if x is a positive real number, one can see that the Artin map on (..., 1, 1, x) is the identity.

This proves that Wc, and hence Q∗Wc, is contained in the kernel of the Artin map on Q(ζm)/Q in

the prime power case.

Now we return to the general case. Write m = pe11 · · · pess , and let c be as we defined it above:

the formal product of m with the infinite place. For any i, let x ∈ 1 + peii Zpi . Interpret x as the

idele (x, 1, 1...). The restriction of (x,Q(ζm)/Q) to Q(ζpeii
) is (x,Q(ζpeii

)/Q), and we just proved

this to be trivial. For j 6= i, the restriction of (x,Q(ζm)/Q) to Q(ζ
p
ej
j

) is still the identity, because

pi is unramified in Q(ζ
p
ej
j

, and x is a unit here at pi. If x is a positive real number, it’s easy to see

that (x,Q(ζm)/Q) is trivial. This shows, by multiplicativity, that the Artin map for Q(ζm)/Q is

trivial on Wc. Thus

Q∗Wc

is contained in the kernel of the Artin map for Q(ζm)/Q, i.e. Q∗NQ(ζm)/Q(IQ(ζm)). This shows

already that c is admissible for Q(ζm)/Q. But by the previous lemma, combined with the remark

(somewhere),

[IQ : Q∗Wc] = [Id(c) : Pc] = ϕ(m)

At the same time,

[IQ : NQ(ζm)/Q(IQ(ζm))] = [Q(ζm) : Q] = ϕ(m)

so Q∗Wc is equal to the kernel.

Corollary 4. If m is an integer, then the formal product of m with the unique infinite place of Q
is an admissible cycle for Q(ζm)/Q.

Proof. This was proved near the end of Proposition 3, as it follows from Proposition 1 and the fact

that Q∗Wc is contained in the kernel of the Artin map. We mention this result by itself, since it

implies that the elements of 1 + peii Zpi are local norms from Qpi(ζ), which isn’t obvious without

class field theory.

Theorem 5. (Kronecker-Weber Theorem) Every abelian extension of Q is contained in a cyclotomic

extension.

Proof. Every abelian extension of a given number field is contained in some ray class field, and

Proposition 3 says that ray class fields of Q are cyclotomic extensions.
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7.2 The Artin map for infinite abelian extensions

We have noted that the Artin map on ideles is continuous, but we have not really explored the

consequences. Continuity becomes important in the study of infinite abelian extensions. This

section assumes some familiarity with inverse limits and profinite groups, and in particular the

topology of infinite Galois groups. To review: a profinite group is an inverse limit of discrete

topological groups. A profinite group is Hausdorff, compact, and totally disconnected.

Given a number field K, let Kab be the maximal abelian extension of K, which is the com-

positum of all abelian extensions of K. For abelian extensions L ⊆ L′ of K, let πL′L : Gal(L′/K)→
Gal(L/K) be the restriction homomorphism. Then the groups Gal(L/K) form an inverse system,

and Gal(Kab/K), together with the restriction maps to each L, is the inverse limit of the groups

Gal(L/K). In fact, if we restict the inverse system to only contain Gal(L/K) for L finite abelian

over K, then Gal(Lab/K) is still an inverse limit of the system. Thus Gal(Lab/K) is profinite.

The mapping L 7→ Gal(Kab/L) is a bijection between closed subgroups of Gal(Kab/K) and

intermediate fields of Kab/K, i.e. abelian extensions of K. Under this mapping, finite abelian

extensions of K correspond to open subgroups, since [Gal(Kab/K) : Gal(Kab/L)] = |Gal(L/K)| <
∞, and closed subgroups of finite index are open.

Proposition 1. There is a unique surjective open homomorphism

Φ : IK → Gal(Kab/K)

called the Artin map, with the property that for any finite abelian extension L of K, πL◦Φ = ΦL/K ,

where πL : Gal(Kab/K) → Gal(L/K) is the restriction map. This map induces other surjective

open homomorphisms CK , C
1
K → Gal(Kab/K).

Proof. For L/K finite abelian, we have the Artin map

ΦL/K : IK → Gal(L/K)

which is a surjective open continuous mapping whose kernel is K∗NL/K(IL). By the universal map-

ping property of inverse limits, these Artin maps induce a unique topological group homomorphism

Φ : IK → Gal(Kab/K) with the given commutativity property. By a general result about profinite

groups, the fact that each ΦL/K is surjective means that the image of Φ is dense in Gal(Kab/K).

The kernel of Φ is the intersections of all the kernels of ΦL/K , so Ker Φ contains K∗. Thus Φ

induces a similar unique homomorphism with dense image Φ : CK → Gal(Kab/K), also called the

Artin map. Now, we may identify as topological groups

CK = C1
K × (0,∞)
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where we can identify C1
K with (xK∗, 1). Under this identification, we have

Φ(xK∗, 1) = Φ(xK∗) = Φ(x)

Actually, we have Φ(xK∗, ρ) = Φ(x) for any xK∗ ∈ C1
K , because Φ(1 ·K∗, ρ) = 1. This is because

ρ can be written as ( n
√
ρ)n for every n. This shows that the image of the Artin map of CK is the

same as the image of its restriction to C1
K .

It follows that the image under the Artin map of C1
K , and hence under CK and IK , is all of

Gal(Kab/K). This is because C1
K and hence its image is compact, and the image, being dense,

must then be everything. Since each ΦL/K is an open map, it follows that Φ and hence Φ are also

open maps.

Being a direct summand, C1
K can be treated as both a subgroup and a quotient, in the way we

have identified it. The ’projection’ map CK → C1
K , given by (x, ρ) 7→ (x, 1) is an open map, and

the induced topological group structure from this quotient map (that is, from its isomorphism with

CK modulo the kernel {1} × (0,∞)) is the same as its topological group structure as a subgroup

of CK . The induced Artin map on C1
K from the first isomorphism theorem, is the same as the

restriction to C1
K of the Artin map Φ which we mentioned in the lemma.

Proposition 2. Let M be an abelian extension of K, not necessarily finite. The restriction of the

Artin map Φ to Gal(M/K) has kernel

HM =
⋂
L

Ker ΦL/K

where L runs over all finite abelian extensions of K which are contained in M .

Proof. This just follows from the properties of inverse limits: Gal(M/K) is the inverse limit of

the topological groups Gal(L/K), where L/K is finite abelian and L ⊆ M . The Artin maps

ΦL/K : IK → Gal(L/K) induce a unique homomorphism ΦM/K : IK → Gal(M/K) by the universal

mapping property for inverse limits. The kernel of this map is clearly HM . It is easy to see that

this map is just the restriction of Φ to M .

Theorem 3. The Artin map Φ : IK → Gal(Kab/K) induces an order reversing bijection between

abelian extensions of K and closed subgroups of IK containing HKab , given by M 7→ HM . Under

this mapping, finite extensions of K correspond to open subgroups. If W is a given closed subgroup

of IK containing HKab , then it corresponds to the fixed field of Φ(W ).

Proof. The kernel of the Artin map Φ : IK → Gal(Kab/K) is HKab , so the Artin map, being sur-

jective and open, induces an isomorphism of topological groups IK/HKab
∼= Gal(Kab/K). (Finite)

abelian extensions of K correspond to closed (open) subgroups of Gal(Kab/K), which correspond
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to closed (open) subgroups of IK containing HA. The statement about W is similar to the proof of

(?).

7.3 Maximal Unramified Extensions

Let L/K be an abelian extension of number fields with class group H. If M/K is another abelian

extension with class group H ′, we know that a finite place of v of K is unramified in M if and only

if O∗v ⊆ H ′. It follows that O∗vH is the smallest open subgroup of IK containing H and O∗v . Hence

the class field M of O∗vH is the largest intermediate field of L/K which is abelian over K and in

which v is unramified. For v infinite, replace every O∗v with K∗v to get an analogous statement for

infinite places.

Similarly, a place v of K splits completely in M if and only if K∗v ⊆ H ′. Thus the class group

of K∗vH is the largest intermediate field of L/K which is abelian over K and in which v splits

completely.

Now, if we look at the open subgroup

IS∞K =
∏
v|∞

K∗v
∏
v<∞

O∗v

then H := K∗IS∞K is an open subgroup containing K∗ as well as O∗v (resp K∗v if v | ∞) for every

place v. It follows that every place of K is unramified in the class field to H, and this class field is

the maximal abelian extension of K with respect to this property.

The class field M to H is called the Hilbert class field of K. We discuss some of its immediate

properties:

Proposition 6. Let K be a number field, and M its Hilbert class field.

(i) The Artin map on Id(K) induces an isomorphism of Gal(M/K) with the ideal class group

of K.

(ii) K is its own Hilbert class field if and only if OK is a principal ideal domain.

(iii) If p is a prime ideal of K, then p splits in M as a product of h/f primes, where h is the

class number of K, and f is the smallest number such that pf is principal.

Proof. Since every place of K is unramified in M , we already have a well defined Artin map

Id→ Gal(M/K). Since K∗IS∞K is the kernel of the Artin map on IK , we see that the ’empty cycle’

c = 1 is admissible for M/K, and here Pc is just the group of principal ideals P .

Therefore, we know that P is contained in the kernel of the Artin map. But it is easy to see

that we have an isomorphism IK/K∗IS∞K ∼= Id /P , whence

[M : K] = [IK : K∗IS∞K ] = [Id : P ]
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Therefore the kernel of the Artin map on Id is the group of principal ideals, and we get an iso-

mophism Id /P ∼= Gal(M/K). This proves (i), and (ii) and (iii) easily follow.

We will mention one more theorem about the Hilbert class field, but we will not prove it.

Theorem 7. Every fractional ideal of K becomes principal in the Hilbert class field.

Proof. See Class Field Theory by Artin and Tate.
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8 Reciprocity Laws

One of the goals of class field theory is to describe how prime ideals of a number field K split

in a given abelian extension L of K. The Law of Artin Reciprocity implies, for every abelian

extension of number fields L/K, the existence of an algorithm determining the splitting behavior

of all unramified primes of K. It does not tell us what this algorithm is exactly. We will explain:

Let c be a cycle of K. Recall the definitions Id(c), Pc. The quotient Id(c)/Pc is called the group

of c-ideal classes. Proposition 2, Chapter 8 shows that this group is finite, for it is isomorphic to

IK/K∗Wc, and K∗Wc is an open subgroup of the ideles containing K∗. For a detailed treatment

of the structure of Id(c)/Pc, see Lang.

Let L be an abelian extension of K, and let c be a cycle for L/K, divisible by all the ramified

primes, with the property that Pc is contained in the kernel of the Artin map on Id(c). This

happens, for example, when c is admissible for L/K, in which case the whole kernel is PcN(c).

Given such a cycle c, it follows that we have a well defined surjective homomorphism:

Id(c)/Pc → Gal(L/K)

aPc 7→ (a, L/K)

Hence the splitting of any prime ideal of K, relatively prime to c, is completely determined by its

representative class modulo Pc.

To be more specific, let a1, ..., at be a complete set of representatives for Pc in Id(c). Let

n = [L : K]. Let mi be the order of (ai, L/K) in Gal(L/K). A prime ideal p of K, relatively

prime to c, splits as a product of n/f primes in L, where f is the order of (p, L/K). If we want to

determine this number f , we need only deduce the class of p modulo Pc. For example, if pPc = a1Pc,

then (p, L/K) = (a1, L/K), so p splits into n/m1 primes in L.

8.1 The Hilbert Symbol

The rest of this chapter is primarily based on the notes of Peter Stevenhagen [citation].

Let F be a local field of characteristic 0 (R,C, or a p-adic field) which contains the nth roots of

unity. Kummer theory tells us that there is a bijection between the subgroups F ∗n ⊆ D ⊆ F ∗ for

which [D : F ∗n] is finite, and finite abelian extensions E of F having exponent n. Given D, the field

E is obtained by adjoining to F all the nth roots of elements in D, and moreover [D : F ∗n] = [E : F ].

Since F is a local field, [F ∗ : F ∗n] is finite (for example when F is p-adic, we gave an explicit

formula for this index). This tells us that there is a unique maximal abelian extension of F of

exponent n, and it is of finite degree over F (on the other hand, the maximal abelian extension of

F , without regard to exponent, is of infinite degree over F when F is p-adic).

119



Let E be this maximal abelian extension of exponent n. So E = F ( n
√
x : x ∈ F ∗). Recall we

have a pairing:

Gal(E/F )× F ∗/F ∗n → C∗

into the group of nth roots of unity, given by (σ, x̄) 7→ σ n
√
x

n
√
x

. Now if xn ∈ F ∗n, the fact that

Gal(E/F ) has exponent n tells us that

ΦE/F (xn) = ΦE/F (x)n = 1

where ΦE/F is the local Artin map. Thus F ∗n is contained in NE/F (E∗), the kernel of the Artin

map. But by Kummer theory and local class field theory,

[F ∗ : F ∗n] = [E : F ] = [F ∗ : NE/F (E∗)]

so in fact F ∗n = NE/F (E∗). The local Artin map gives an isomorphism Gal(E/F ) ∼= F ∗/NE/F (E∗) =

F ∗/F ∗n, and we obtain a pairing:

〈−,−〉 : F ∗ × F ∗ → F ∗/NE/F (E∗)× F ∗/F ∗n → Gal(E/F )× F ∗/F ∗n → C∗

which we call the Hilbert symbol at F .

Lemma 1. Let F be a field of characteristic 0 containing the nth roots of unity, and let β ∈ F ∗.
Then F ( n

√
β)/F is cyclic, and every element in F of the form xn − β is a norm from F ( n

√
β).

Proof. Fix a specific nth root n
√
β, and let G = Gal(F ( n

√
β/F ). The map σ 7→ σ n

√
β

n
√
β

is a homomor-

phism from G to the group of nth roots of unity. Since an element of G is completely determined

by its effect on n
√
β, this map is an injection. Hence G and its image are cyclic, with order say, d.

Fix a generator σ of G. Then the image of σ has order d, so there exists a primitive nth root of

unity ζ such that σ n
√
β = ζn/d n

√
β. By induction and the fact that σ fixes nth roots of unity (for

they lie in F ) we have that σk( n
√
β) = ζ

n
d k n
√
β.

Now for 0 ≤ j ≤ n
d − 1, the norm of x− ζj n

√
β is

d−1∏
k=0

σk(x− ζj n
√
β) =

d−1∏
k=0

(x− ζjζ nd k n
√
β)

So the norm of

n
d−1∏
j=0

(x− ζj n
√
β) is

n
d−1∏
j=0

d−1∏
k=0

(x− ζj+n
d k n
√
β) =

n−1∏
i=0

(x− ζi n
√
β) = xn − β
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Lemma 2. Let K be a number field, v a place of K, and Ev the maximal abelian extension of Kv

of exponent n. For α, β ∈ K∗v , let

〈α, β〉v =
ΦEv/Kv (α)( n

√
b)

n
√
b

be the Hilbert symbol at Kv. Then the following properties hold for any α, β ∈ K∗v :

(i) 〈α, β〉v = 1 if and only if α is a norm from Kv(
n
√
β).

(ii) If v is finite, and α, β, n are units in Ov, then 〈α, β〉v = 1.

(iii) 〈α,−α〉v = 1, and 〈α, 1− α〉v = 1 for α 6= 1.

(iv) 〈α, β〉v = 〈β, α〉v.

Proof. The restriction of the Artin map for Ev/Kv to Kv(
n
√
β) is the same as the Artin map for

Kv(
n
√
β)/Kv. Fixing β and varying α, we see that we can just work with this latter Artin map.

So 〈α, β〉v = 1 if and only if (α,Kv(
n
√
β)/Kv) fixes n

√
β, if and only if (α,Kv(

n
√
β)/Kv) fixes all of

Kv(
n
√
β), if and only if α is in the kernel of the Artin map for Kv(

n
√
β)/Kv, if and only if α is a

norm from Kv(
n
√
β). This proves (i).

For (ii), we can argue as we did in the proof of (?) that Kv(
n
√
β)/Kv is unramified when n, β

are units at v, in which case the norm map on the unit groups is surjective. Hence α is a norm, so

〈α, β〉v = 1 by (i).

By Lemma 1, 0n − (−α) = α is a norm from Kv(
n
√
−α), so 〈α,−α〉v = 1 by (i). Similarly,

1n − α = 1− α is a norm from Kv( n
√
α), so 〈1− α, α〉v = 1. This proves (iii).

Finally, (iv) follows from (iii). We have

1 = 〈αβ,−αβ〉v = 〈α,−α〉v〈α, β〉v〈β, α〉v〈β,−β〉v = 〈α, β〉v〈β, α〉v

For each place v of K, the Hilbert symbol at v depends on the Artin map of the local field Ev.

Globally, there is no reason to expect that the fields Ev have anything to do with one another for

different places v. However, if we fix a β ∈ K∗, then L = K( n
√
β) is a global field which we can use

to compute 〈−, β〉v for any v.

Specifically: as we mentioned in the last proof, the restriction of the Artin map ΦEv/Kv to Lw,

for any place w | v, is ΦLw/Kv = Φw/v, and therefore

〈α, β〉v =
Φw/v(α)( n

√
β)

n
√
β

Hilbert Reciprocity expresses the relationship between the different Hilbert symbols:
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Theorem 3. (Law of Hilbert Reciprocity) For any α, β ∈ K∗,∏
v

〈α, β〉v = 1

Proof. Our first claim is that ∏
v

Φw/v(α) = 1

where L = K( n
√
β) and w is a place of L lying over v. Let S be the set of places containing all

the archimedean places, all those which ramify in L, and all those for which α is not a unit. Then

Φw/v(α) = 1 whenever v 6∈ S, as α, being a unit in the unramified extension Lw/Kv, is a norm.

This shows that the product of the Φw/v(α) is already a finite product. Let x be the idele of K

which is α at all v ∈ S, and 1 otherwise. Let y be the idele which is 1 at all v ∈ S, and α for v 6∈ S.

Then xy = α, where α is embedded diagonally in IK . Now (y, L/K) is easily seen to be 1, for y is

in the largest admissible subgroup and a unit everywhere. Then

1 = (α,L/K) = (x, L/K)(y, L/K) = (x, L/K) =
∏
v∈S

Φw/v(α) =
∏
v

Φw/v(α)

Hilbert Reciprocity is then just a consequence of bimultiplicativity.

So we see that all the really hard work was already done when we proved Artin reciprocity.

One way of interpreting Artin reciprocity is the following: for an admissible cycle m of an

abelian extension of K, the splitting of a prime ideal of K, relatively prime to m is determined by

its class modulo Pm. In this way, Artin reciprocity states the existence of an algorithm for deducing

how prime ideals split in a given extension. This is a wonderful result, yet in some ways it is still

unsatisfactory. First of all, it is highly nonconstructive. Second, Artin reciprocity is so general that

it looks nothing like reciprocity, in the classical sense.

A ”nice” reciprocity law should give a much more clear indication of the relationship distinct

primes have with one another. Preferably, it should be expressible with a symbol involving two

or more primes, and describe in an elegant way what happens when the roles of the primes are

interchanged.

In proving the main results of class field theory, the principal difficulty, after proving the funda-

mental inequalities, is showing, for an admissible cycle c, that the idelic Artin map on Hc is trivial

on K∗ ∩ Hc (equivalently, the Artin map on Id(c) is trivial on Pc). This allows us to give a well

defined Artin map on IK , which is necessarily also trivial on K∗. Notice that this fact is exactly

what we needed to prove the law of Hilbert reciprocity.
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8.2 Computations of some Hilbert symbols

The general idea to give a formula for a Hilbert symbol is the following: F will be a local field with

group of units U (let U = F ∗ if F is archimedean). We will analyze the restricted Hilbert symbol:

〈−,−〉 : U × U → C∗

by finding a finite index subgroup N of U such that 〈x, y〉 = 1 whenever x or y is in U . This

induces a well defined pairing

U/N × U/N → C∗

Thus for any (x, y) ∈ U × U , the symbol 〈x, y〉 is completely determined by the representative

classes of x and y in U/N .

For our first example, we take F = R.

Proposition 4. Taking n = 2, the Hilbert symbol:

R∗ × R∗ → {−1, 1}

is given by the formula

〈x, y〉 = (−1)
x−1

2
y−1

2

where x is the sign function.

Proof. Let N = (0,∞). We claim that 〈x, y〉 is trivial whenever x or y is in N . If y is in N , then

R(
√
y) = R, so the Artin map is trivial.

If x is in N , then whether or not y is in N (i.e. whether or not R(y) is equal to R or C), x is a

norm from R(y), so x is in the Artin map R(y)/R.

By the discussion at the beginning of this section, we only have to compute the Hilbert symbol

at different coset representatives. The only thing we haven’t already computed is 〈−1,−1〉. But

this is clearly −1, since R(−1) = C, and −1 is not a norm from C.

Proposition 5. Let n = 2. If F = Q2, and U its group of units, then the Hilbert symbol U ×U →
{−1, 1} is given by

〈x, y〉 = (−1)
x−1

2
y−1

2

Proof. Clearly U is equal to U1 = 1 + 2Z2. And

U2 = 1 + 4Z2 = {x ∈ Z2 : x ≡ 1 (mod 4)}
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Furthermore U1 \ U2 = {x ∈ Z2 : x ≡ 3 (mod 4)}. It is easy to see that U2 ⊆ U2, which implies

U2 = U2, since U has the same degree over both of these subgroups (check this).

Now suppose x or y is in U2. If y is in U2, then y is a square, so Q2(
√
y) = Q2, which

immediately implies 〈x, y〉 = 1. If x is in U2, then x is a square, and hence a norm, from Q2(
√
y).

So also 〈x, y〉 = 1.

Thus we have a well defined pairing U/U2×U/U2 → {−1, 1}, and all we have left to compute is

〈x, y〉 when neither x nor y is in U2, i.e. when x ≡ y ≡ 3 (mod 4). Reducing to coset representatives,

we only have to compute 〉 − 1,−1〉. In this case, Q2(
√
−1) = Q2(i) is a proper extension of Q2

(e.g. 2 ramifies in Q(i)). Verify that the norm group, i.e. the kernel of the Artin map Q2(i)/Q2 is

U2 = U2. Since −1 6∈ U2, clearly 〈−1,−1〉 = 1.

What we have shown is that 〈x, y〉 is 1 if x or y is ≡ 1 (mod 4), and it is −1 otherwise. The

formula given in the statement of the proposition says exactly this.

Lemma 6. Let K be a number field containing the nth roots of unity. Let v be finite, p = pv,

U = O∗v, and Uk = 1 + pk. If Ui+j ⊆ Un, then a ∈ Ui, b ∈ Uj implies 〈a, b〉v = 1.

8.3 The power residue symbol

In this section we let A = OK . Let p be a prime of K which does not divide n. Recall that the nth

roots of unity are distinct modulo p. This can be argued as follows: if not, then ζj ≡ 1 (mod p)

for some 1 ≤ j ≤ n− 1. Evaluate both sides of the expression

1 +X + · · ·+Xn−1 =
Xn − 1

X − 1
=

n−1∏
i=1

(X − ζi)

at 1, then reduce modulo p. This implies

n ≡
n−1∏
i=1

(1− ζi) ≡ 0 (mod p)

which is a contradiction. Note also that n divides N (p) − 1. This is clear, because (OK/p)∗ has

N (p)− 1 elements, and ζ modulo p generates a subgroup of order n.

Let Ap be the localization of A at p. The inclusion A ⊆ Ap induces an isomorphism of the

residue fields Ap/pAp and A/p, so the nth roots of unity are also distinct modulo pAp. Now if

α ∈ K∗ is a unit at p, then it lies in Ap, and it remains nonzero when reduced modulo pAp. We

then set

(
α

p
)n

to be the unique nth root of unity to which α
N(p)−1

n is congruent modulo pAp. Clearly α
N(p)−1

n is
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indeed an nth root of unity in this residue field. We call (αp )n the nth power residue symbol of

α at p.

We have only defined this symbol for p relatively prime to both n and α. If p does divide n or

α, then we set (αp )n = 1. In this way we can extend the denominator of the power residue symbol

to arbitrary fractional ideals:

(
α

a
)n =

∏
p

(
α

a
)ordp a
n

Obviously this is a finite product. Given β ∈ K∗, by (αβ )n we mean ( α
βOK )n.

Proposition 7. The following properties hold for α, β ∈ K∗:
(i) The symbol ( α− )n is a homomorphism in the argument of the denominator from the group of

fractional ideals of K to the group of nth roots of unity.

(ii) If a is a fractional ideal of K, and α1, α2 ∈ K∗ are both relatively prime to a, then

(
α1α2

a
)n = (

α1

a
)n(

α2

a
)n

(iii) If a is relatively prime to α, then

(
α

a
)n =

(a,K( n
√
α)/K)( n

√
α)

n
√
α

(iv)

(
α

β
)n =

∏
v

〈β, α〉v

where v runs through all the finite places which do not divide α or n.

(v) For p prime not dividing α or n, (αp )n = 1 if and only if p splits completely in K( n
√
α).

Proof. (i) and (ii) follow easily from the definition of power residue symbol. For (iii), it suffices by

(i) to prove the case where a is equal to a prime ideal p, relatively prime to α and n. In this case,

p is unramified in K( n
√
α) by the usual argument (?), so σ := (p,K( n

√
α)/K) has the effect

σα ≡ αp (mod pAp)

for any α ∈ Ap (normally, this is stated as taking place in the larger ring of integers OK( n
√
α, but

we are only concerned with A = OK right now; also, it is a trivial matter to check that this also

holds in the localization Ap). Now modulo pAp,

σ n
√
α

n
√
α
≡

n
√
α
p

n
√
α

= n
√
α
p−1

= α
p−1
n ≡ (

α

p
)n

so the right and left hand sides, both being roots of unity, must be equal.
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(iv) follows from (iii). For (v), (αp )n = 1 if and only if σ := (p,K( n
√
α)/K) fixes n

√
α, if and only

if σ fixes all of K( n
√
α), if and only if σ is the identity in Gal(K( n

√
α)/K). But the order of σ is

the inertial degree of p.

As a consequence of (iii), we see that the homomorphism ( α− )n is well defined on the quotient

Id(c)/Pc, where c is an admissible cycle for K( n
√
α)/K divisible by the places dividing n and α.

That is, if p1, p2 are prime ideals which are relatively prime to c, then ( αp1
)p = ( αp2

)p. For by

admissibility, Pc is contained in the kernel of the Artin map on Id(c).

Theorem 8. (Power reciprocity law) For α ∈ K∗, let S(α) denote the set of places which either

divide n or occur in the factorization of α. For any α, β ∈ K∗,

(
α

β
)n(

β

α
)−1
n =

∏
v∈S(α)∩S(β)

〈α, β〉v

Proof. (iv), Proposition 6 says that

(
α

β
)n =

∏
v 6∈S(α)

〈β, α〉v

which we can write as ∏
v∈S(β)\S(α)

〈β, α〉v
∏

v 6∈S(β)∪S(α)

〈β, α〉v

For the v which are neither in S(β) nor S(α), v is unramified in K( n
√
α), and β is a unit at v. The

local Artin map on an unramified extension being trivial on the units, we conclude that 〈β, α〉v = 1.

Therefore

(
α

β
)n =

∏
v∈S(β)\S(α)

〈β, α〉v

On the other hand, (iv), Proposition 6 also tells us that

(
β

α
)−1
v =

∏
v 6∈S(β)

〈α, β〉−1
v =

∏
v∈S(β)

〈α, β〉v

where the second equality follows from Hilbert reciprocity. And (iv), Lemma 2, tells us that

〈β, α〉v〈α, β〉v = 1 for each v, so

(
α

β
)n(

β

α
)−1
n =

∏
v∈S(β)\S(α)

〈β, α〉v
∏

v∈S(β)

〈α, β〉v =
∏

v∈S(α)∩S(β)

〈α, β〉v
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8.4 Eisenstein reciprocity

In this section we prove a very general reciprocity law for K = Q(ζ), where ζ is a primitive pth

root of unity, and p is an odd prime number. Recall that any prime number q, distinct from p, is

unramified in K, and its inertial degree is its multiplicative order modulo p. As for p itself, it is

totally ramified, with λ := 1− ζ the unique prime element in OK lying over it, up to associates.

We call an α ∈ OK primary if it is not a global unit, it is relately prime to p, and it is congruent

modulo ζ2 to a rational integer. Although K is a complex field, the notion of being primary allows

us to introduce an analagous notion of sign. Indeed, for any α ∈ OK , there is a unique pth root of

unity ζc for which αζc is primary:

Proof. The inertial degree of p is 1, so the inclusion Z/pZ → OK/λOK is an isomorphism. Hence

there exists an a ∈ Z for which α ≡ a (mod λ). Then α−a
λ ∈ OK , so again there exists a b ∈ Z

for which α−a
λ ≡ b (mod λ), hence α ≡ a + bλ (mod λ). Since α is relatively prime to λ, a is not

divisible by p, so there is a unique solution c ∈ {0, 1, ..., p− 1} to the congruence a ≡ bX (mod p).

Modulo λ2 we have:

ζc = (1− λ)c ≡ 1− cλ

and so

αζc ≡ (a+ bλ)(1− cλ) ≡ a+ (b− ac)λ ≡ a

The uniqueness of c is clear, for it is the only integer which makes (b− ac)λ vanish modulo λ2, and

a+ kλ, k ∈ Z is never an integer unless k = 0.

Eisenstein reciprocity says that if α ∈ OK is primary, and a ∈ Z is relatively prime to p and α,

then

(
α

a
)p = (

a

α
)p

Without class field theory, this equality follows from the Stickleberger relation, which describes the

prime ideal decomposition of a certain Gauss sum. See Ireland and Rosen for a proof done in this

way. In [9], Peter Schmidt shows how Eisenstein reciprocity follows from Hilbert reciprocity. We

reproduce his argument here:

Lemma 9. Let q, r be rational numbers not divisible by p. Then ( qr )p = 1.

Proof. Remember that we are in the field K = Q(ζ). By multiplicativity, we may assume that r is a

prime number. Let J be any prime ideal of OK lying over r. First suppose that r splits completely

in K. Then rOK =
∏

σ∈Gal(K/Q)

σJ , so

(
q

r
)p =

∏
σ∈Gal(K/Q)

(
q

σJ
)p =

∏
σ∈Gal(K/Q)

σ(
q

J
)p = NK/Q(

q

J
)p
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and the norm of a pth root of unity for p odd is 1. (we have to still show that you can take σ in

and out of the power symbol)

Now suppose that r does not split completely in K. Then r − 1 is not divisible by p. Now the

congruence q ≡ Xp (mod r) is solvable if and only if q
r−1
d ≡ 1 (mod r), where d is the greatest

common divisor of r − 1 and p. In this case d = 1, so the given congruence is solvable. So there is

a y ∈ Z for which q ≡ yp modulo r, hence modulo J . So

(
q

J
)p ≡ q

N(J)−1
p ≡ yN (J)−1 ≡ 1 (mod J)

Since ( qr )p is a product of various ( qJ )p, for prime ideals J lying over r, we can conclude that

( qr )p = 1.

Theorem 10. (Law of Eisenstein Reciprocity) If α ∈ OK is primary, and a ∈ Z is relatively prime

to p and α, then

(
α

a
)p = (

a

α
)p

Proof. Let v be the place of K corresponding to λ, and U the units of Ov. The power reciprocity

law tells us that

(
α

a
)p(

a

α
)−1
p = 〈α, a〉v

so we just have to show that 〈α, a〉v = 1. Since α is primary, there is an integer k such that

α ≡ k (mod λ2). Clearly k is a unit in Ov, so α
k ∈ U2 = 1 + λ2Ov. Also ap−1 ≡ 1 (mod p), so

ap−1 ∈ 1 + pOv = 1 + λp−1Ov = Up−1. It follows by lemma (?) that 〈αk , a
p−1〉v = 1, provided that

Up+1 ⊆ Up. But this is immediate from Hensel’s lemma.

Now

1 = 〈α
k
, ap−1〉v = 〈α

k
, a〉p−1

v

which implies 〈αk , a〉v = 1 as well, since p− 1 is relatively prime to p. But

〈α
k
, a〉v = 〈α, a〉v〈k, a〉−1

v

and the power reciprocity law gives

〈k, a〉v = (
a

k
)p(

k

a
)−1
p = 1 · 1 = 1

by Lemma 9.

Eisenstein reciprocity, along with its various specifications (cubic reciprocity, biquadratic reci-

procity) allows us to deduce how primes of K = Q(ζ) = Q(ζp) split in extensions of the form
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Q(ζ, p
√
α), for α ∈ OK . Without loss of generality, we may assume that α is primary, for multiply-

ing it by a pth root of unity does not change the extension. The easiest case is when a is a rational

prime number with full inertial degree in K, and α is a primary prime of OK . In this case, we have

that the number of primes in K( p
√
a) lying over α ∈ OK is the same as the number of primes in

K( p
√
α) lying over aOK . We see immediately many circumstances which complicate the situation

in general, for example lack of unique factorization in K.
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A Haar Measure

Most of the proof techniques involving the the Haar measure don’t show up again when we apply

the results to proofs in class field theory, and in general proofs about the Haar measure are pretty

tedious and boring. So we leave most of the proofs out here. It is our intention to write enough so

that the interested reader can work out the details themselves, or seek out the given references.

Let X be a locally compact topological space. A Borel measure µ on X is a measure on the

Borel subsets of X (that is, the σ-algebra generated by the open sets). If E ⊆ X, we say that µ is

outer regular on E if µ(E) can be approximated from above by open sets, i.e. µ(E) is the infimum

of all µ(U), where U runs through the open sets containing E. We say that µ is inner regular on E

if µ(E) can be approximated from below by compact sets. A Radon measure is a nonzero Borel

measure which is finite on compact sets, outer regular on Borel sets, and inner regular on open sets.

Let Cc(X) denote the set of continuous functions of compact support X → C. Then Cc(X) is

a complete normed vector space over C with norm

||f ||∞ = sup
x∈X
|f(x)|

Let also C+
c (X) denote the set of f ∈ Cc(X) such that f(x) ∈ [0,∞) for all x ∈ X, but f 6= 0.

Theorem 1. (Riesz-representation theorem) Let µ be a Radon measure on X. Define a positive

linear functional T : Cc(X)→ C by

T (f) =

∫
X

fdµ

Then µ 7→ T gives a bijection between Radon measures on X and positive linear functionals on

Cc(G).

Proof. See e.g. Rudin, or Hewitt and Ross.

Now suppose that G is a locally compact topological group. To make life easy, we’ll always

suppose that G is abelian, since we don’t consider nonabelian topological groups in these notes. A

Radon measure µ on G is called a Haar measure if for any Borel set E ⊆ G and any x ∈ G,

µ(xE) = µ(E)

Theorem 2. Every locally compact topological group G admits a Haar measure µ. The measure is

unique in the sense that if µ′ is another Haar measure on G, then there exists a λ > 0 such that

µ(E) = λµ′(E)

for all Borel sets E.
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Proof. See any good book on harmonic analysis.

If f ∈ Cc(G), and x ∈ G, define the left shift Lx(f) ∈ Cc(G) by the formula Lx(f)(g) = f(x−1g).

Proposition 3. Let µ be a Radon measure on G. Then µ is a Haar measure if and only if for all

x ∈ G and all f ∈ C+
c (G), ∫

G

Lx(f)dµ =

∫
G

fµ

Proof. See Fourier Analysis on Number Fields, Ramakrishnan and Valenza, Proposition 1-7.

Let G have Haar measure µ, and let H be a closed subgroup of G. Then, one can show that the

Borel sets of H are the same as the Borel sets of G which are contained in H. A natural question

is: when is the restriction of µ to the Borel sets of H a Haar measure on H? Obviously this is

not always the case, for example the Haar measure on R is the Lebesgue measure, and the Haar

measure on Z is the counting measure.

Proposition 4. Let H be a closed subgroup of G. The following are equivalent:

(i) H is open.

(ii) µ(H) > 0.

(iii) The restriction of µ to H is a Haar measure on H.

Proof. (Sketch) One can show, as a consequence of inner-regularity, that all open sets have nonzero

measure, so (i) ⇒ (ii). We leave (ii) ⇒ (iii) as an exercise. Just check the conditions of being a

Haar measure one by one. For (iii) ⇒ (i), we refer to a result of Steinhaus, which shows that a

closed subgroup has nonnegative measure if and only if it is open.

We now discuss products. Let X,Y be locally compact Hausdorff spaces with Radon measures

µ and τ . We know that X × Y is locally compact Hausdorff.

Proposition 5. Given F ∈ Cc(X × Y ) and y ∈ Y , the function F (−, y) : X → C is in Cc(X).

Similarly if x ∈ X, the function F (x,−) : Y → C is in Cc(Y ). We have∫
X

∫
Y

F (x, y)dτ(y)dµ(x) =

∫
Y

∫
X

F (x, y)dµ(x)dτ(y)

and the map F 7→
∫
X

∫
Y

F (x, y)dτ(y)dµ(x) defines a positive linear functional on Cc(X × Y ).

Proof. See Hewitt and Ross, Theorem 13.2. Note that this is accomplished without the use of

Fubini’s theorem. In fact, the approach in the book avoids the usual construction of the product

measure.
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As a result, the Riesz representation theorem gives us a unique Borel measure ρ on X × Y for

which ∫
X×Y

Fdρ =

∫
X

∫
Y

F (x, y)dτ(y)dµ(x) =

∫
Y

∫
X

F (x, y)dµ(x)dτ(y)

for all F ∈ Cc(X × Y ). A special version of Fubini’s theorem (Hewitt and Ross, Theorem 13.8)

gives us that the above equality holds whenever F : X × Y → C is measurable.

Corollary 6. If G1, G2 are locally compact topological groups with Haar measures µ, τ , then there

is a unique Haar measure ρ on G1 ×G2, called the product measure with the property that

ρ(E1 × E2) = µ(E1)τ(E2)

whenever E1 ⊆ X,E2 ⊆ Y are Borel sets.

Proof. Proposition 5 already gives us ρ as a Radon measure. Now for any F ∈ Cc(X×Y ), and any

(x1, x2) ∈ G1 ×G2, we have∫
G1×G2

L(x1,x2)(F )dρ =

∫
G1

∫
G2

L(x1,x2)(F )(g1, g2)dτ(g2)dµ(g1)

=

∫
G1

∫
G2

F (x−1
1 g1, x

−1
2 g2)dτ(g2)dµ(g2)

We can interchange these integrals and use Proposition 3 to see that this is just∫
G1

∫
G2

F (g1, g2)dτ(g1)dµ(g2) =

∫
G1×G2

Fdρ

so Proposition 3 tells us that ρ must be a Haar measure. Finally for the Borel sets E1, E2, we have

ρ(E1 × E2) =

∫
G1×G2

1E1×E2dρ =

∫
G1

∫
G2

1E1 · 1E2dτdµ

which is clearly µ(E1)τ(E2).

Of course the result extends to a finite collection G1, G2, ..., Gt of topological groups. If µ1, ..., µt

are Haar measures on these groups, let µ1 × · · · × µt be the product measure.

Lemma 7. Let G1, G2 be locally compact groups with Haar measures µ1, µ2. Let H1, H2 be open

subgroups of G1, G2, so the restriction of µi to the Borel sets of Hi gives a Haar measure on Hi by

Proposition 3. Let λi be the restriction of µi to Hi. Then the restriction of µ1 × µ2 to H1 ×H2 is

λ1 × λ2.
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Proof. Since H1 ×H2 is an open subgroup of G1 ×G2, the restriction of µ1 × µ2 to H1 ×H2 gives

a Haar measure. Now just use uniqueness.

Now we show how the Haar measure on the ideles/adeles is constructed. We return to the

construction in (?): we are given a set of indices v, and a collection of locally compact topological

groups Gv. For all v except those belonging to a finite set S∞), suppose that Hv is a compact

open subgroup of Gv. Let µv be a Haar measure on Gv. For v 6∈ S∞, the fact that Hv is open and

compact tells us that µv(Hv) has finite and nonzero measure, and that the restriction of µv to the

Borel sets of Hv defines a Haar measure λv on Hv. We normalize µv so that 1 = µv(HV ) = λv(Hv).

We will always let S be a finite sets of indices containing S∞. Let

HS =
∏
v 6∈S

Hv

GS = (
∏
v∈S

Gv)×HS

G =
⋃
S

GS

where G is taken in the direct limit topology. Then HS , GS , G are all locally compact groups (in

fact HS is compact), and GS is open in G, so the product topology on GS coincides with the

subspace topology from G.

Theorem 8. Since HS is compact, let λS be the Haar measure on HS which gives it measure 1.

Define a Haar measure µS on GS as the product of the measures µv : v ∈ S with λS. Then there

is a unique Haar measure µ on G with the property that the restriction of µ to any subspace GS is

µS. In particular, if S ⊇ S∞ is any finite set of indices, and Ev : v ∈ S are Borel, then

µ((
∏
v∈S

Ev)×HS) =
∏
v∈S

µv(Ev)

Proof. Exercise, or alternatively Proposition 5-5 of Ramakrishnan and Valenza. The main idea is

that if S1 ⊆ S2, and, S2 \ S1 = {v1, ..., vt}, then the restriction of µS2
to

GS1 =
∏
v∈S1

Gv ×
t∏
i=1

Hvi ×HS2

is ∏
v∈S1

µv × λv1 × · · · × λvt × λS2

which one can show is
∏
v∈S1

µv × λS1
= µS1

.
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Theorem 9. (i) Let f : G→ C be integrable or continuous. Then∫
G

fdµ = lim
S⊇S∞

∫
GS

fdµS

(ii) Let S0 be a finite set of indices containing S∞, and suppose that for each v we have a continuous

integrable function fv on Gv such that fv|Hv = 1Hv for all v 6∈ S0. Define

f(g) =
∏
v

fv(gv)

(note that for each g ∈ G, f(g) is a finitely product, since almost all of the componets of g lie in

Hv). Then f is continuous on G. If S is a finite set of indices containing S0, then∫
GS

dµS =
∏
v∈S

∫
Gv

fvdµv

and ∫
G

f =
∏
v

∫
Gv

fvdµv

and f ∈ L1(G), provided that the right hand product is finite.

Proof. Ramakrishnan and Valenza, Proposition 5-6.

Theorem 10. Let G be an (abelian!) topological group with Haar measure µ. Let H be a closed

subgroup of G.

(i) If φ : G→ C is measurable, then the function φ : G/H → C given by

φ(gH) =

∫
H

φ(gh)dµ(h)

is also measurable.

(ii) It is possible to choose a Haar measure µ on G/H such that for any measurable φ:∫
G/H

φdµ =

∫
G

φdµ

Proof. Couldn’t find a reference for this one.
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B Topological Tensor Product

Let A,B be commutative rings containing a field K, with A/K finite dimensional and v1, ..., vn

a basis. The tensor product A ⊗K B is then a right B-module, in fact a B-algebra, having basis

v1 ⊗ 1, ..., vn ⊗ 1. Multiplication in the ring A⊗K B is defined on generators by (x⊗ y)(x′ ⊗ y′) =

xx′ ⊗ yy′.
Suppose further thatB is a topological ring (addition and multiplication are continuous functions

B ⊗B → B). The mapping

v1 ⊗ b1 + · · ·+ vn ⊗ bn 7→ (b1, ..., bn)

gives a bijection between A⊗K B and
n∏
i=1

B. Using this bijection, we define a topology on A⊗K B

from the product topology on
n∏
i=1

B.

Lemma 1. Addition and multiplication in A ⊗K B are continuous with respect to this topology.

Furthermore, the topology does not depend on the choice of basis for A/K.

Now we take K as a finite extension of Q, v a place of K, and L a finite extension of K having

degree n. There exists some β ∈ L for which L = K(β), with minimal polynomial µ ∈ K[X].

Usually µ will not remain irreducible in the polynomial ring of the completion Kv, and will factor

as a product µ1 · · ·µg of irreducibles here. In a fixed algebraic closure of Kv, choose a root βi of

each factor µi.

Lemma 1. There is an isomorphism of Kv algebras:

L⊗K Kv → Kv(β1)⊕ · · · ⊕Kv(βg)

Proof. Since L = K(β), we have L ⊗K Kv = Kv(β ⊗ 1). So every element of the tensor product

is the evaluation of a polynomial h ∈ Kv[X] at β ⊗ 1. Therefore for each i we have a Kv-algebra

homomorphism L ⊗K Kv → Kv(βi) given by β ⊗ 1 7→ βi. Obviously each such homomorphism is

surjective, and we obtain our mapping

∆ : L⊗K Kv → Kv(β1)⊕ · · · ⊕Kv(βg)

To show ∆ is injective, suppose that h ∈ Kv[X] is a polynomial for which

(0, ..., 0) = ∆(h(β ⊗ 1)) = (h(β1), ..., h(βg))

Then h is divisible in Kv[X] by the irreducible polynomials µ1, ..., µn, and hence their product µ,

as they are distinct. Since µ(β ⊗ 1) = 0, we conclude that h(β ⊗ 1) must also be zero.
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Surjectivity follows from here, since ∆ is a Kv-linear transformation, and both sides have di-

mension n.

We use the tensor product to discuss extensions of v to places of L. If w is a place of L, we

usually regard L as a subset of its completion Lw. When dealing with more than one place at a

time, this may cause confusion if we are not careful. For example, if K = Q and L = Q(
√

2),

then there are two (real) places w1 and w2 lying over the unique real place of Q. If we identify the

completions Lw1 and Lw2 with R, then it would not be right to say that L is a ”subset” of both Lw1

and Lw2 ; rather, L would be a subset of only one of them, say Lw1 and would embed algebraically

and topologically into the other by the formula a+ b
√

2 7→ a− b
√

2. Alternatively, one could take

w2 to be the absolute value on L given by |a+ b
√

2|w2
= |a+ b

√
2| and literally take the completion

of Lw2
.

It is a fact that an absolute value on a complete field admits a unique extension to a given finite

separable extension. So for each i, there is a unique extension of Kv to Kv(βi). If we are regarding K

as a subset of its completion Kv (usually, this is harmless), there is a natural topological/algebraic

injection L = K(β) 7→ Kv(βi). This is how we obtain an absolute value on L which extends the

one we began with on K (in fact, this is how all the places of L which lie over v can be obtained).

Moreover, Kv(βi) is exactly the completion of L under its embedding here: we identify L with

K(βi), and it is obvious that its closure is Kv(βi).

Theorem 2. The mapping

∆ : L⊗K Kv → Kv(β1)⊕ · · · ⊕Kv(βg)

is a homeomorphism and isomorphism of Kv-algebras, where the right hand side is taken in the

product topology.

Proof. The codomain, which is an n-dimensional Kv-module, becomes a normed space over Kv

with the norm ||(h1(β1), ..., hg(βj))|| = Max |hi(βi)|. The topology induced by this norm is the

product topology. Since ∆ is a Kv-module isomorphism, we obtain a norm || · ||0 on L ⊗K Kv by

setting ||x||0 = ||∆(x)||.
So, there is some on topology L ⊗K Kv (namely, the one induced by || · ||0) for which ∆ is an

isometry, hence a homeomorphism. We want to show that this topology is the one we originally

had, namely the one induced from the product topology. But considering the Kv-isomorphism

L⊗K Kv →
n⊕
i=1

Kv, the topology from || · ||0 is corresponds to a norm topology on the latter direct

sum. But all norms on a finite dimensional space are equivalent, and they all induce the product

topology. So ∆ is an isometry, hence a homemorphism, of the requisite topological spaces.
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So far we have described ∆ by its effect on a polynomial in the variable β ⊗ 1. This has been

useful for the proofs above, but ∆ can actually be described more naturally. Let σ1, ..., σg be the

K-embeddings of L into K(β1), ...,K(βg). If v1, ..., vn is any basis for L/K, then ∆ can be given

by the formula

v1 ⊗ c1 + · · ·+ vn ⊗ cn 7→ (c1σ1(v1) + · · ·+ cnσ1(vn), ..., c1σn(vn) + · · ·+ cnσn(vn))

This can be seen by writing each basis element vi as a polynomial in β.

If X,Y are complete metric spaces and f : A→ B is uniformly continuous for some A ⊆ X,B ⊆
Y , then f extends uniquely to a uniformly continuous function A→ B. Thus given a place w lying

over v, and a K-embedding σ : L → C, the fact that σ is uniformly continuous (it is an isometry

between L, | · |w and σL, | · |σw) implies that it extends uniquely to a Kv-isomorphism Lw → σLσ(w).

In particular, suppose L/K is Galois with Galois group G = Gal(L/K). The decomposition group

Gw = {σ ∈ G : σ(w) = w} is isomorphic to the Galois group of Lw/Kv, and the isomorphism

is obtained by extending a K-automorphism L → L to a Kv-automorphism of the completions

Lw → Lw. But even when σ is not in Gw, we still get a Kv isomorphism Lw → Lσ(w). The Galois

group acts transitively on the primes lying over v, so all the completions Lw : w | v are isomorphic.

When v is finite, this gives another perspective for why ramification and inertia for a given place v

do not depend on the choice of place lying over v (as these are algebraic invariants for an extension

of p-adic fields).

Let v be a place of K corresponding to the prime ideal p. Let A = OK , B = OL, and let ω1, ..., ωn

be a basis for L/K. To simplify the argument I’m about to make, assume ωi ∈ B (although it will

remain true without this assumption).

For a finite dimensional vector space V over a field F , a Dedekind domain A of which the

quotient field is F , and a symmetric, nondegenerate bilinear form on V (usually some variant of

the trace function), we can define the discriminant Disc of any A-module which is contained in

V and spans the whole space. The discriminant will be a fractional ideal of A. For the complete

definitions, see Frohlich, Algebraic Number Theory. As we go along we will make use of several

results from this same section.

If we let W be the free A-module

Aω1 + · · ·+Aωn

then W ⊆ B, hence Wp ⊆ Bp. Here Wp is the localization at p as an A-module, i.e.

Wp = Apω1 + · · ·+Apωn
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Thus Disc(Wp/Ap) ⊆ Disc(Bp/Ap). But

Disc(Wp/Ap) = Disc(W/A)Ap,Disc(Bp/Ap) = Disc(B/A)Ap

and these are equal for almost all primes (at almost all primes each discriminant is a unit at p).

This implies Bp = Wp for almost all p.

Suppose p is a prime for which Bp = Wp. Any A-module M ⊆ L which spans L, or Ap-module

for that matter, injects into L⊗K Kv by the formula x 7→ x⊗ 1. Let M be the image of M under

this mapping. Since Ov (embedded in L ⊗K Kv as y 7→ 1 ⊗ y) is the completion of Ap, we have

that OvM = OvMp.

Consider the ring isomorphism/homeomorphism

L⊗K Kv →
∏
w|v

Lw

Under this mapping, OvB = OvBp corresponds to
∏
w|v
Ow (section 4, Lemma 2 in Frohlich). But

we assumed that Bp = Wp, where

OvWp = Ov(ω1 ⊗ 1) + · · ·+Ov(ωn ⊗ 1)

Furthermore using the basis ωi, we have an (additive) topological group isomorphism

n∏
i=1

Kv → L⊗K Kv

(c1, ..., cn) 7→ ω1 ⊗ c1 + · · ·ωn ⊗ cn

wherein the subgroup OvWp corresponds to the product
n∏
i=1

Ov. Let us state this all as a theorem:

Theorem. Fix a basis ω1, ..., ωn for L/K. This basis induces, for every place v, an isomorphism

of topological groups
n∏
i=1

Kv →
∏
w|v

Lw

where, for almost all places v, restriction induces another topological group isomorphism

n∏
i=1

Ov →
∏
w|v

Ow
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